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Relevant reading: Zee, Chapter I

Problem Set 2

1. More about 0+0d field theory.

Here we will study a bit more some field theories with no dimensions at all, that is,
integrals.

Consider the case where we put a label on the field: q → qa, a = 1..N . So we are
studying

Z =

∫ ∫ ∞
−∞

∏
a

dqa e
−S(q).

Let

S(q) =
1

2
qaKabqb + Tabcdqaqbqcqd

where Tabcd is a collection of couplings.

(a) Show that the propagator has the form:

a−−−−−−b =
(
K−1

)
ab

=
∑
k

φa(k)?
1

k
φb(k)

where {k} are the eigenvalues of the matrix K and φa(k) are the eigenvectors in
the a-basis.

(b) Show that in a diagram with a loop, we must sum over the eigenvalue label k.
(For definiteness, consider the order-g correction to the propagator.)

(c) Consider the case where Kab = t (δa,b+1 + δa+1,b), with periodic boundary condi-
tions: a+N ≡ a. Find the eigenvalues. Show that in this case if

Tabcdqaqbqcqd =
∑
a

gq4
a

the k-label is conserved at vertices, i.e. the vertex is accompanied by a delta
function on the sum of the incoming eigenvalues.
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(d) (Bonus question) What is the more general condition on Tabcd in order that the
k-label is conserved at vertices?

(e) (Bonus question) Study the physics of the model described in 1c.

Back to the case without labels.

(f) By a change of integration variable show that

Z =

∫ ∞
−∞

dq e−S(q)

with S(q) = 1
2
m2q2 + gq4 is of the form

Z =
1√
m2
Z
( g

m4

)
.

This means you can make your life easier by setting m = 1, without loss of
generality.

(g) Convince yourself (e.g. with Mathematica) that the integral really is expressible
as a Bessel function.

(h) It would be nice to find a better understanding for why the partition function
of (0 + 0)-dimensional φ4 theory is a Bessel function. First do problem 3. Then
find a Schwinger-Dyson equation for this system which has the form of Bessel’s
equation for

K(y) ≡ 1
√
y
e−a/yZ (1/y)

for some constant a. (Hint: I found it more convenient to set g = 1 for this part
and use ξ ≡ m2 as the argument. If you get stuck I can tell you what function to
choose for the ‘anything’ in the S-D equation.)

(i) Make a plot of the perturbative approximations to the ‘Green function’ G ≡ 〈q2〉
as a function of g, truncated at orders 1 through 6. Plot them against the exact
answer.

(j) (Bonus problem) Show that cn+1 ∼ −2
3
ncn at large n (by brute force or by clev-

erness).

2. Spacelike particles mediate forces

Here you will get some practice with generating functionals, which we are going to be
playing with a lot; this problem also contains some crucial physics.

(a) [Banks, problem 2.11] Calculate the vacuum expectation value of the time-ordered
exponential

Z[J ] ≡ 〈T ei
∫
Jφ〉 = 〈0|T ei

∫
dDxJ(x)φ(x)|0〉

for a free relativistic scalar field φ, with action

S[φ] =

∫
dDx

1

2

(
∂µφ∂

µφ−m2φ2
)
.
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Do this by functional methods, by performing the (gaussian) functional integral
over φ, using the appropriate generalization of problem set 1 problem 2. You
should find:

Z[J ] = e
i
2

∫
dDxdDyJ(x)J(y)

∫
d̄Dp e

−ip(x−y)
p2−m2+iε ,

(b) [Banks, problem 2.11] Redo the previous calculation using canonical methods. By
this I mean: write φ(x) as a sum of an operator involving only creation operators
a†~p, and another with only annihilation operators a~p:

φ(x) =

∫
d̄D−1~p√

2ω~p

(
a~pe
−ipx + a†~pe

ipx
)

with pµ ≡ (ωp, ~p)
µ and ωp ≡

√
~p2 +m2. Use the fact that annihilation operators

annihilate |0〉. Compute enough terms in the power-series expansion in J to
convince yourself that the answer is as given above, namely the exponential of
the second-order term. Give a simple reason that all the odd-order terms in J
vanish.

(c) Now consider the particular choice of source

JR(x) = θ(T − t)θ(t+ T )
(
q1δ

D−1(x) + q2δ
D−1(x−R)

)
where Rµ = (0, ~R)µ is a constant vector and T � R � 1/m. This corresponds
to two static, localized source particles interacting for a time duration T , at a
separation ~R. Show that in the regime indicated, the answer has the form

Z[JR] ∝ e−iTV (R)

where for D = 3+1, V (R) ∼ q1q2
e−mR

R
is the Yukawa potential. (We are interested

in the dependence on R, and therefore can ignore factors in Z that don’t depend
on R.)

Interpret V as the potential energy of interaction between the two external par-
ticles. To obtain the force between the sources mediated by φ, differentiate the
potential with respect to the displacement: F = −∂RV . Is the force attractive or
repulsive when q1,2 have the same sign?

3. Schwinger-Dyson equations

Consider the path integral ∫
[Dφ]eiS[φ].

Using the fact that the integration measure is independent of the choice of field variable,
we have

0 =

∫
[Dφ]

δ

δφ(x)
(anything)

(as long as ‘anything’ doesn’t grow at large φ). So this equation says that we can
integrate by parts in the functional integral.
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(Why is this true? As always when questions about functional calculus arise, you
should think of spacetime as discrete and hence the path integral measure as simply
the product of integrals of the field value at each spacetime point,

∫
[Dφ] ≡

∫ ∏
x dφ(x),

this is just the statement that

0 =

∫
dφx

∂

∂φx
(anything)

with φx ≡ φ(x), i.e. that we can integrate by parts in an ordinary integral if there is
no boundary of the integration region.)

This trivial-seeming set of equations (we get to pick the ‘anything’) can be quite useful
and are called Schwinger-Dyson equations. (Be warned that these equations are some-
times also called Ward identities.) Unlike many of the other things we’ve discussed,
they are true non-perturbatively, i.e. are really true, even at finite coupling. They
provide a quantum implementation of the equations of motion.

(a) Evaluate the RHS of

0 =

∫
[Dφ]

δ

δφ(x)

(
φ(y)eiS[φ]

)
to conclude that

〈T δS

δφ(x)
φ(y)〉 = −iδ(x− y). (1)

(b) These Schwinger-Dyson equations are true in interacting field theories; to get some
practice with them we consider here a free theory. Evaluate (4) for the case of
a free massive scalar field to show that the (two-point) time-ordered correlation
functions of φ satisfy the equations of motion, most of the time. That is: the
equations of motion are satisfied away from other operator insertions:

〈T
(
+�x +m2

)
φ(x)φ(y)〉 = −iδ(x− y), (2)

with �x ≡ ∂xµ∂
xµ .

(c) Find the generalization of (5) satisfied by (time-ordered) three-point functions of
the free field φ.

(d) Derive the equation (4) (for a free theory) from a more canonical (i.e. Hamilto-
nian) point of view, by considering what happens when you act with the wave
operator +�x +m2 on the time-ordered two-point function.

[Hints: Use the canonical equal-time commutation relations:

[φ(~x), φ(~y)] = 0, [∂x0φ(~x), φ(~y)] = −iδD−1(~x− ~y).

Do not neglect the fact that ∂tθ(t) = δ(t): the time derivatives act on the time-
ordering symbol!]

4. Making connected functions out of 1PI functions.

In this problem we prove the relations illustrated in Fig. 1. More precisely, we prove
that the φn term in the expansion of Γ[φ] is the 1PI n-point function.
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Figure 1: [From Banks, Modern Quantum Field Theory, with some improvement] Wn denotes
the connected n-point function,

(
∂
∂J

)n
W [J ] = 〈φn〉. Γn denotes the 1PI n-point function, as

encoded in the 1PI effective action.

(a) Show using the definitions of φc and the 1PI effective action that

δ2W

δJ(x)δJ(y)
=
δφ(y)

δJ(x)
=

(
δJ(x)

δφ(y)

)−1

= −
(

δ2Γ

δφ(x)δφ(y)

)−1

. (3)

(where φ ≡ φc here). Inverse here means in the sense of integral operators:∫
dDzK(x, z)K−1(z, y) = δD(x − y). Convince yourself that (6) can be written

more compactly as:
W2 = −Γ−1

2 .

(b) Show that

W3(x, y, z) =

∫
dw1

∫
dw2

∫
dw3W2(x,w1)W2(y, w2)W2(z, w3)Γ3(w1, w2, w3) .

Do this by differentiating (6) again with respect to J and using the matrix
differentiation formula dK−1 = −K−1dKK−1 and the chain rule.

(c) Show that Wn can be constructed from Γ and W2 as indicated in the figure. The
idea is to compute Wn by taking more derivatives with respect to J . To get the
rest of the Wn requires an induction step.
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