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0.1 Introductory remarks

Welcome to the third quarter of the field theory sequence. My main goal for this quarter

is to undo the high-energy bias that I introduced by talking about so much particle

physics last quarter. Specifically, from our discussion of perturbative renormalization

last quarter, you could have reasonably gotten the idea that renormalization is about

divergences and sweeping them under the rug. A much more physical point of view on

renormalization (in QFT and in general) is due to Kadanoff and Wilson and I want to

tell you about it this quarter.

Quantum field theory is very useful in particle physics, but its domain is much

broader. In fact, while in particle physics we only get to study the one example of

the Standard Model (and speculate about its extensions), in condensed matter physics,

essentially every system is a different universe, with its own low-energy QFT, governing

its own laws of physics. Some of them are like particle physics, in the sense that the

elementary excitations above the groundstate (the analog of the vacuum) are well-

defined, maybe weakly-coupled particles. These are usually called quasiparticles to

emphasize the fact that their properties need have nothing to do with the particles out

of which the system is made. (Recall the example of the balls and springs from last

quarter – the quasiparticles there are massless phonons, while the microscopic particles

are massive.) An exciting fact is that some of these universes have low-energy physics

very different from our own. In some of them (for example when the low-energy physics

is governed by a conformal field theory (CFT)), the low-energy excitations cannot

even be organized as particles. (In discussions of this phenomenon in the context

of speculations about physics beyond the Standard Model, this is sometimes called

Unparticle Physics.)

All of that was just to say that, if one is interested in understanding QFT, as an

object of study in its own right, it’s a good idea to broaden our perspective beyond

particle physics. Besides quantum condensed matter, another large area of physics that

has a lot to teach us is statistical physics. One basic connection here (in case I forget

to do it later, I recommend Peskin chapter 8 for this purpose) is that the euclidean

path integral for a QFT in d+ 1 dimensions,

Z ≡
∫
Dφe−S[φ] = tre−βH (0.1)

has the form of the equilibrium (canonical ensemble) partition function of some (clas-

sical) statistical system in d + 1 space dimensions, with (classical) Hamiltonian S[φ]

at inverse temperature (coolness) β = 1 (or we can factor some coupling constant out

of S and regard this as determining the temperature). Here φ could be a continuum

variable, or (more obviously well-defined) it could live on a lattice. In the former point
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of view, the fluctuations are due to quantum mechanics; in the latter point of view, the

fluctuations are thermal. More generally, non-equilibrium statistical physics problems

can often be studied using path integrals, and therefore using field theory methods. (I

plan to say more about this next quarter in 210B.)

All of the field theories that arise in condensed matter physics are effective field

theories (EFT). This term just means that we don’t worry about whether the field

theory describes physics down to arbitrarily short distances (since we know already

that it doesn’t). EFT comes with a strategy for thinking about physics, which I hope

to convey this quarter. If you want to start an interesting argument, try telling people

that “every QFT is an EFT”. The alternative point of view, that there is an important

platonic notion of continuum QFT, valid to arbitrarily short distances, can be defended.

But in doing physics (e.g. in trying to describe a particular real physical system) it is

good to keep in mind that we only ever have access to a finite range of length scales.

An important goal for the course is demonstrating that many fancy phenomena

precious to particle physicists can emerge from humble origins in the kinds of (com-

pletely well-defined) local quantum lattice models we will study. Here I have in mind:

fermions, gauge theory, photons, anyons, strings, topological solitons, CFT, and many

other sources of wonder I’m forgetting right now.

The crux of many problems in physics is the correct choice of variables with which

to label the degrees of freedom. Often the best choice is very different from the obvious

choice; a name for this phenomenon is ‘duality’. There are many examples of it and

we will study some of them. This word is dangerous because it is about ambiguities in

our (physics) language. I would like to reclaim it.

An important bias in deciding what is meant by ‘correct’ or ‘best’ in the previous

paragraph is: we will be interested in low-energy and long-wavelength physics, near

the groundstate. For one thing, this is the aspect of the present subject which is

like ‘elementary particle physics’; the high-energy physics of these systems is of a

very different nature and bears little resemblance to the field often called ‘high-energy

physics’ (for example, there is volume-law entanglement).

Topics that I hope to discuss this quarter include:

• Wilsonian theory of renormalization (things can look different depending on how

closely you look; this is how we should organize our understanding of extensive

quantum systems)

• illustrations of effective field theory (perhaps cleverly mixed in with the other

subjects) in diverse areas of physics

• effects of topology in QFT (this includes anomalies, topological solitons and
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defects, topological terms in the action)

• the uses and limitations of path integrals of various kinds

• large-N expansions

• more deep mysteries of gauge theory and its emergence in physical systems.

• duality.

Some other modern topics in QFT, which we could consider discussing, include: CFT,

entanglement, generalized symmetries, various bootstrap methods, scattering ampli-

tudes, QFT in curved spacetime. I welcome your suggestions regarding which subjects

in QFT we should study.

0.2 Sources and acknowledgement

The material in these notes is collected from many places, among which I should

mention in particular the following:

Peskin and Schroeder, An introduction to quantum field theory

Zee, Quantum Field Theory (2d Edition)

Banks, Modern Quantum Field Theory: A Concise Introduction

Schwartz, Quantum field theory and the standard model

David Tong’s lectures on gauge theory

Many other bits of wisdom come from the Berkeley QFT courses of Prof. L. Hall

and Prof. M. Halpern.

Some other books that might be useful to us are:

Xiao-Gang Wen, Quantum Field Theory of Many-Body Systems

Sidney Coleman, Aspects of Symmetry

Alexander Polyakov, Gauge Fields and Strings

Eduardo Fradkin, Field Theories of Condensed Matter Systems

Eduardo Fradkin, Quantum Field Theory, an Integrated Approach

R. Shankar, Quantum Field Theory and Condensed Matter
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0.3 Conventions

Following most QFT books, I am going to use the + − −− signature convention for

the Minkowski metric. I am (somehow, still) used to the other convention, where time

is the weird one, so I’ll need your help checking my signs. More explicitly, denoting a

small spacetime displacement as dxµ ≡ (dt, d~x)µ, the Lorentz-invariant distance is:

ds2 = +dt2 − d~x · d~x = ηµνdx
µdxν with ηµν = ηµν =


+1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1


µν

.

(spacelike is negative). We will also write ∂µ ≡ ∂
∂xµ

=
(
∂t, ~∇x

)µ
, and ∂µ ≡ ηµν∂ν . I’ll

use µ, ν, ... for Lorentz indices, and i, j, k, ... for spatial indices.

The convention that repeated indices are summed is always in effect unless other-

wise indicated. d is the number of space dimensions, D is the number of spacetime

dimensions (it’s bigger!).

≡ means ‘equals by definition’. A
!

= B means we are demanding that A = B.

A
?
= B means A probably doesn’t equal B.

A consequence of the fact that english and math are written from left to right is

that time goes to the left.

A useful generalization of the shorthand ~ ≡ h
2π

is d̄k ≡ dk
2π
. I will also write

/δ
d
(q) ≡ (2π)dδ(d)(q). I will try to be consistent about writing Fourier transforms as∫

ddk

(2π)d
eikxf̃(k) ≡

∫
d̄dk eikxf̃(k) ≡ f(x).

IFF ≡ if and only if.

RHS ≡ right-hand side. LHS ≡ left-hand side. BHS ≡ both-hand side.

IBP ≡ integration by parts. WLOG ≡ without loss of generality.

+O(xn) ≡ plus terms which go like xn (and higher powers) when x is small.

+h.c. ≡ plus hermitian conjugate.

L 3 O means the object L contains the term O.

We work in units where ~ and the speed of light, c, are equal to one unless otherwise

noted. When I say ‘Peskin’ I usually mean ‘Peskin & Schroeder’.

Please tell me if you find typos or errors or violations of the rules above.
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1 A parable on integrating out degrees of freedom

Here’s another parable from QM which gives some useful perspective on renormaliza-

tion in QFT and on the notion of effective field theory.

First let’s ask a question about classical physics. Suppose we have a single variable

q with action

S[q] =

∫
dt

1

2

(
q̇2 + ω2

0q
2 +

q̈2

Ω2

)
(1.1)

where ω0 � Ω are two frequency scales. In this regime, that last term is a small

perturbation of our harmonic oscillator. But this higher-derivative term has a big

singular effect, because the equations of motion involve ∂4
t q and hence require four

integration constants! What do we do? How can we regard it as a small perturbation

if it totally changes the form of the initial value problem?

[Banks p. 138] Now consider a system of two coupled harmonic oscillators. We

will assume one of the springs is much stiffer than the other: let’s call their natural

frequencies ω0,Ω, with ω0 � Ω. The euclidean-time action is

S[Q, q] =

∫
dt

[
1

2

(
q̇2 + ω2

0q
2
)

+
1

2

(
Q̇2 + Ω2Q2

)
+ gQq2

]
≡ Sω0 [q]+SΩ[Q]+Sint[Q, q].

(The particular form of the q2Q coupling is chosen for convenience. Don’t take too

seriously the physics at large negative Q.) We can construct physical observables in

this model by studying the path integral:

Z =

∫
[dQdq]e−S[Q,q].

Since I put a minus sign rather than an i in the exponent (and the potential terms in

the action have + signs), this is a euclidean path integral.

Let’s consider what happens if we do the path integral over the heavy mode Q, and

postpone doing the path integral over q. This step, naturally, is called integrating out

Q, and we will see below why this is a good idea. The result just depends on q; we can

think of it as an effective action for q:

e−Seff[q] :=

∫
[dQ]e−S[q,Q]

= e−Sω0 [q]
〈
e−Sint[Q,q]

〉
Q

Here 〈...〉Q indicates the expectation value of ... in the (free) theory of Q, with the

action SΩ[Q]. It is a gaussian integral (because of our choice of Sint):〈
e−Sint[Q,q]

〉
Q

=

∫
[dQ]e−SΩ[Q]−

∫
dsJ(s)Q(s) = N e 1

4

∫
dsdtJ(s)G(s,t)J(t) .
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This last equality is an application of the ‘fundamental theorem of path integrals,’

i.e. the gaussian integral. Here J(s) ≡ gq(s)2. The normalization factor N is indepen-

dent of J and hence of q. And G(s, t) is the inverse of the linear operator appearing in

SΩ, the euclidean Green’s function:

SΩ[Q] =

∫
dsdtQ(s)G−1(s, t)Q(t).

More usefully, G satisfies (
−∂2

s + Ω2
)
G(s, t) = δ(s− t) .

The fact that our system is time-translation invariant means G(s, t) = G(s − t). We

can solve this equation in fourier space: G(s) =
∫

d̄ωe−iωsGω makes it algebraic:

Gω =
1

ω2 + Ω2

and we have

G(s) =

∫
d̄ωe−iωs 1

ω2 + Ω2
. (1.2)

So we have:

e−Seff[q] = e−Sω0 [q]e−
∫
dtds g

2

4
q(s)2G(s,t)q(t)2

or taking logs

Seff[q] = Sω0 [q] +

∫
dtds

g2

4
q(s)2G(s, t)q(t)2 . (1.3)

Q mediates an interaction of four qs, an anharmonic term, a

self-interaction of q. In Feynman diagrams in the full theory,

the leading interaction between q’s mediated by Q comes

from the diagram at left.

And the whole thing comes from exponentiating disconnected copies of this diagram.

There are no other diagrams: once we make a Q from two qs what can it do besides

turn back into two qs? Nothing. And no internal q lines are allowed, they are just

sources, for the purposes of the Q integral.

But it is non-local: we have two integrals over the time in the new quartic term.

This is unfamiliar, and also bad: e.g. classically we don’t know how to pose an initial

value problem using this action.

But now suppose we are interested in times much longer than 1/Ω, say times com-

parable to the period of oscillation of the less-stiff spring 2π/ω0. We can accomplish
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this by Taylor expanding under the integrand in (1.2):

G(s) =

∫
d̄ωe−iωs 1

Ω2

1

1 + ω2

Ω2︸ ︷︷ ︸
=
∑
n(−1)n

(
ω2

Ω2

)n
s�1/Ω' 1

Ω2
δ(s) +

1

Ω4
∂2
sδ(s) + ...

Plug this back into (1.3):

Seff[q] = Sω0 [q] +

∫
dt

g2

4Ω2
q(t)4 +

∫
dt

g2

4Ω4
q̇2q2 + ...

The effects of the heavy mode Q are now organized in a derivative expansion, with

terms involving more derivatives suppressed by more powers of the high energy scale

Ω.

+ · · · (1.4)

A useful mnemonic for integrating out the effects of the heavy field in terms of Feynman

diagrams: to picture Q as propagating for only a short time (compared to the external

time t−s), we can contract its propagator to a point. The first term on the RHS shifts

the q4 term, the second shifts the kinetic term (by something that depends on q2), the

third involves four time derivatives ...

On the RHS of this equation, we have various interactions involving four qs, which

involve increasingly many derivatives. The first term is a quartic potential term for

q: ∆V = g
Ω2 q

4; the leading effect of the fluctuations of Q is to shift the quartic self-

coupling of q by a finite amount (note that we could have included a bare λ0q
4 potential

term).

Notice that if we keep going in this expansion, we get terms with more than two

derivatives of q. This is OK. We’ve just derived the right way to think about such

terms: we treat them as a perturbation, and they are part of a never-ending series of

terms, which become less and less important for low-energy questions. If we want to

ask questions about q at energies of order ω, we can get answers that are correct up to

effects of order
(
ω
Ω

)2n
by keeping the nth term in this expansion.

Conversely if we are doing an experiment with precision ∆ at energy ω, we can

measure the effects of up to the nth term, with(ω
Ω

)2n

∼ ∆.
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Another important lesson: Seff[q] contains couplings with negative dimensions of

energy ∑
n

cn (∂nt q)
2 q2, with cn ∼

1

Ω2n
,

exactly the situation where the S-matrix grows too fast at high energies that we dis-

cussed last quarter. In this case we know exactly where the probability is going: if we

have enough energy to see the problem (E ∼ Ω), we have enough energy to kick the

heavy mode Q out of its groundstate.

1.0.1 Attempt to consolidate understanding

We’ve just done some coarse graining: focusing on the dofs we care about (q), and

actively ignoring the dofs we don’t care about (Q), except to the extent that they

affect those we do (e.g. the self-interactions of q).

Above, we did a calculation in a QM model with two SHOs. This is a microcosm

of QFT in many ways. For one thing, free quantum fields are bunches of harmonic

oscillators with natural frequency depending on k, Ω =
√
~k2 +m2. Here we kept just

two of these modes (one with large k, one with small k) for clarity. Perhaps more

importantly, QM is just QFT in 0+1d. The more general QFT path integral just

involves more integration variables. The idea of the Wilsonian RG (for continuum

field theory) is essentially to do the integrals over the modes in descending order of

wavenumber, and at each stage make the expansion described above to get a local

action. And notice that basically all possible terms are generated, consistent with the

symmetries (here for example, there is a Z2 symmetry under which q → −q, so there

are no odd powers of q).

The result of that calculation was that fluctuations of Q mediate various q4 inter-

actions. It adds to the action for q the following: ∆Seff[q] ∼
∫
dtdsq2(t)G(t− s)q2(s),

as in Fig. 1.4.

If we have the hubris to care about the exact answer, it’s nonlocal in time. But

if we want exact answers then we’ll have to do the integral over q, too. On the other

hand, the hierarchy of scales ω0 � Ω is useful if we ask questions about energies of

order ω0, e.g.

〈q(t)q(0)〉 with t ∼ 1

ω0

� 1

Ω
.

Then we can Taylor expand the function G(t − s), and we find a series of corrections

in powers of 1
tΩ

(or more accurately, powers of ∂t
Ω

).

Notice an important asymmetry: Why do we do the integral over the heavy mode

first? It’s not so useful to integrate out light degrees of freedom to get an action for the
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heavy degrees of freedom; that would necessarily be nonlocal and stay nonlocal and we

wouldn’t be able to treat it using ordinary techniques.

The crucial point is that the scary non-

locality of the effective action that we saw

only extends a distance of order 1
Ω

; the ker-

nel G(s− t) looks like this:

The mechanism we’ve just discussed is an essential ingredient in getting any physics

done at all. Why can we do physics despite the fact that we do not understand the

theory of quantum gravity that governs Planckian distances? We happily do lots of

physics without worrying about this! This is because the effect of those Planckian

quantum gravity fluctuations – whatever they are, call them Q – on the degrees of

freedom we do care about (e.g. the Standard Model, or an atom, or the sandwich you

made this morning, call them collectively q) are encoded in terms in the effective action

of q that are suppressed by powers of the high energy scale MPlanck, whose role in the

toy model is played by Ω. And the natural energy scale of your sandwich is much

less than MPlanck. I picked the Planck scale as the scale to ignore here for rhetorical

drama, and because we really are ignorant of what physics goes on there. But this

idea is equally relevant for e.g. being able to describe water waves by hydrodynamics

(a classical field theory) without worrying about atomic physics, or to understand the

physics of atoms without needing to understand nuclear physics, or to understand the

nuclear interactions without knowing about the Higgs boson, and so on deeper into the

onion of physics.

This wonderful situation, which makes physics possible, has a price: since physics

at low energies is so insensitive to high energy physics, it makes it hard to learn about

high energy physics! People have been very clever and have learned a lot in spite of

this vexing property of the RG called decoupling. We can hope that will continue.

(Cosmological inflation plays a similar role in hiding the physics of the early universe.

It’s like whoever designed this game is trying to hide this stuff from us.)

The explicit functional form of G(s) (the inverse of the (euclidean) kinetic operator

for Q) is:

G(s) =

∫
d̄ω

e−iωs

ω2 + Ω2
= e−Ω|s| 1

2Ω
. (1.5)
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Do it by residues: the integrand has poles at ω = ±iΩ. The absolute value of |s| is

crucial, and comes from the fact that the contour at infinity converges in the upper

(lower) half plane for s < 0 (s > 0).

[End of Lecture 1]

Some comments:

• Please don’t be confused by the formal similarity of the above manipulations with

the construction of the generating functional of correlation functions of Q:

Z[J ] ≡
〈
e
∫
dtQ(t)J(t)

〉
Q
, 〈Q(t1)Q(t2)...〉connected

Q =
δ

δJ(t1)

δ

δJ(t2)
... logZ[J ]

It’s true that what we did above amounts precisely to constructing Z[J ], and

plugging in J = g0q
2. But the motivation is different: in the above q is also a

dynamical variable, so we don’t get to pick q and differentiate with respect to it;

we are merely postponing doing the path integral over q until later.

• Having said that, what is this quantity G(s) above? It is the (euclidean) two-

point function of Q:

G(s, t) = 〈Q(s)Q(t)〉connected
Q =

δ

δJ(t)

δ

δJ(s)
logZ[J ]|J=0.

The middle expression makes it clearer that G(s, t) = G(s − t) since nobody

has chosen the origin of the time axis in this problem. This euclidean Green’s

function, the inverse of−∂2
τ+Ω2, is unique (unlike the real-time Green’s function).

• Adding more labels. Quantum mechanics is quantum field theory in 0+1

dimensions. Except for our ability to do all the integrals, everything we are

doing here generalizes to quantum field theory in more dimensions: quantum

field theory is quantum mechanics (with infinitely many degrees of freedom).

With more spatial dimensions, we’ll want to use the variable x for the spatial

coordinates (which are just labels on the fields!) and it was in anticipation of

this step that I used q instead of x for my oscillator position variables.

The Kadanoff-Wilson perspective on the renormalization group is quite similar

to what we’ve done above. It starts with not just two oscillator modes, but many

(one for each momentum), and does the integrals in a certain order, starting

with the stiffest (fastest, heaviest) modes, to derive an effective action for the

remaining (slow, light) modes. The integrals are more complicated, but the idea

is the same.
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• Entanglement. When we study the effective theory of q governed by the ef-

fective action in a derivative expansion, we use the ordinary laws of quantum

mechanics for a closed, isolated system. That is, we treat it as a pure state.

However, in the full system, the two oscillator modes q and Q interact, and in

the true groundstate of the full system, the two modes will be entangled. This

means that neither has its own pure-state wavefunction, rather, the q system by

itself only has a distribution of pure state wavefunctions, i.e. a density matrix.

This entanglement between q and Q is visible in the exact path integral descrip-

tion in the nonlocality of Seff
1. (Maybe later we will talk about path integrals

that prepare mixed states.) At the step where we expand under the integral

to get a local action, we approximate the theory of the light mode q as closed,

i.e. its groundstate is a pure state. The fact that cross-sections mediated by

higher-derivative interactions grow with energy too quickly to be consistent with

unitarity is a sign that nevertheless such a system is not closed.

1I learned this from Daniel Harlow.
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2 Anomalies

[Zee §IV.7; Polyakov, Gauge Fields and Strings, §6.3; K. Fujikawa, Phys. Rev. Lett.

42 (1979) 1195; Argyres, 1996 lectures on supersymmetry §14.3; Peskin, chapter 19;

highly recommended: David Tong, Gauge Theory, chapter 3]

Topology means the study of quantities that can’t vary smoothly, but can only

vary by jumping. Good examples are quantities that must be integers. Anomalies

provide an example of a topological phenomenon in QFT, which is therefore robust

against any change in the QFT which can be made continuously (like varying masses

or couplings, or the cutoff or the resolution of our description, i.e. a renormalization

group transformation).

Here is the historical origin of anomalies, which at least motivates the name. Sup-

pose we have in our hands a classical field theory in the continuum that has some

symmetry. Is there a well-defined QFT whose classical limit produces this classical

field theory and preserves that symmetry? The path integral construction of QFT of-

fers some insight here. The path integral involves two ingredients: (1) an action, which

is shared with the classical field theory, and (2) a path integral measure. It is possible

that the action is invariant but the measure is not. This is called an anomaly. It means

that the symmetry is (explicitly) broken, and its current conservation is violated by a

known amount, and this often has many other consequences that can be understood

by humans. It means that the theory cannot be regulated in a way that preserves the

symmetry.

Notice that here I am speaking about actual, global symmetries. I am not talking

about gauge redundancies. If you think that two field configurations are equivalent but

the path integral tells you that they would give different contributions, you are doing

something wrong. Such a ‘gauge anomaly’ means that the system has more degrees

of freedom than you thought. (It does not mean that the world is inconsistent. For a

clear discussion of this, please see Preskill, 1990.)

You could say that we have already seen a dramatic example of an anomaly: the

violation of classical scale invariance (e.g. in massless φ4 theory, or in massless QED)

by quantum effects. A regulator necessarily introduces a length scale into the problem

and explicitly breaks scale invariance.

Notice that the name ‘anomaly’ betrays the bias that we imagine constructing a

QFT by starting with a continuum action for a classical field theory; you would never

imagine that e.g. scale invariance was an exact symmetry if you instead started from a

well-defined quantum lattice model. Partly for this reason, the concept of ‘anomaly’ is

not native to the condensed matter literature (but has recently been flourishing there).
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2.1 Anomaly parable

[N. Seiberg’s 2023 TASI lectures (lecture 1)] The chiral anomaly is one (important)

example of an anomaly. It involves fermions, and it involves infinitely many degrees of

freedom and the regularization of the UV. I want to convey the fact that anomalies can

happen even without either of these ingredients. I will explain the simplest possible

example. First let me give a better definition of anomaly, that makes no reference to

any classical limit (which may not exist).

A physical system can be specified by its Hilbert space H and its Hamiltonian H.

For H, consider a single qubit, that is a two-dimensional Hilbert space. And for H,

consider the simplest possible example, H = 0. What is the symmetry of this system?

An argument can be made that the symmetry group is SO(3). This is because a basis

of hermitian operators on H is {1, X, Y, Z} (the Pauli matrices), and the most general

possible transformation acts by

O → UOU † (2.1)

where U = ei θ
2
n̂·~σeiϕ is an arbitrary unitary on H (n̂ is a unit 3-vector). Clearly this is

a symmetry, in the sense that [U,H] = 0 (since H = 0). U is actually an element of

the unitary group U(2), but in its action on the operators, clearly ϕ does not matter,

and furthermore, the operator −1 = eiπn̂·~σ ∈ SU(2) (where θ = 2π) does not act on O.

The quotient of SU(2) by this element is the group SO(3).

Now I claim that the single qubit is an anomalous action of SO(3). There are

two ways to think about this. A sort of silly one is that the representations of the

group SO(3) all have integer spin. In constrast, the qubit transform in the spin-half

representation, which is a projective representation, meaning that the group law is only

satisfied by the representation matrices up to phases. In this case, the group element

eiπn̂·~σ (with θ = 2π) is realized as −1, whereas in the group SO(3) it should be the

identity operator.

A perspective that generalizes better is the following. Whenever we have a symme-

try of a physical system, we automatically have a collection of nice probes of the system.

That is, we can couple to background gauge fields for the symmetry. In the simplest

case of a U(1) symmetry where there is a conserved current jµ, this means adding to

the Lagrangian a term of the form
∫
dDxjµAµ (and possibly some more terms to make

the action gauge invariant). I emphasize that Aµ(x) here is a collection of coupling

constants, not a dynamical field; we are not gauging the symmetry, the symmetry still

acts on the Hilbert space. Then we can think about the partition function

Z[A] =

∫
Dφe−S[φ,A] = trHe

−βH[A] (2.2)

as a functional of these background fields. In the example of continuous symmetries,
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it is a generating functional for correlation functions of the currents. More generally,

I claim that turning on background fields is the same as inserting symmetry operators

into the path integral. (I’ll explain this in the example below.)

With this in mind, here’s a good, general definition of anomaly: the symmetry is

anomalous if Z[A] is not gauge invariant2. In the case of a U(1) symmetry (which is

easy to write), we have

Z[A+ g−1dg] = eiA(g)Z[A], (2.3)

and the phase A(g) is the anomaly. Two simple but very important observations:

• The anomaly A is an obstruction to gauging the symmetry. Clearly if the parti-

tion function is not gauge-invariant, we cannot regard the transformation as an

equivalence relation. Sometimes it is useful to think of “obstruction to gauging”

as the defining property of anomaly.

• The renormalization group is accomplished by doing the path integral in a certain

order and redefining variables in such a way that, by construction, Z is invariant.

That is, we have some UV description, which can be very different from the IR

description, but what they have in common is that they produce the same Z.

This immediately implies that the transformation rule (2.3) is an invariant of the

RG. The RG is a complicated thing that we generally don’t understand well at

all. Identifying a quantity that doesn’t change under this operation, and must

match between UV and IR descriptions is precious.

I glossed over one important thing: sometimes it is possible to add some terms to

the Lagrangian to remove the anomalous transformation. That is, the prescription for

coupling to background fields is a little ambiguous. Sometimes
∫
jµA

µ is not gauge

invariant by itself. Consider for example the case of a free scalar field ϕ, with jµ = ∂µϕ

the current for the shift symmetry. Then under the gauge transformation

ϕ→ ϕ+ α(x), Aµ → Aµ − ∂µα, (2.4)

jµA
µ 7→ jµA

µ − ∂µαAµ + jµ∂
µα, which is not invariant. But we can fix this by adding

some local terms, i.e. instead choosing the Lagrangian

(∂µϕ+ Aµ)2 (2.5)

which is manifestly gauge invariant. This is not an anomaly. So actually the anomaly is

the variation of the phase of the partition function A modulo the variation of possible

local terms in the action.

2This is an oversimplification that I will correct in a minute.
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In our example above, what are the possible ‘background fields’? The most general

thing is to insert the general symmetry operator:

Z[θ, n̂] ≡ trHe
i θ
2
n̂·~σ. (2.6)

In the path integral description, we have a QFT on a (euclidean time) circle of radius

β. The most general background gauge field is of the form Aaµdx
µ = Aa0dτ , where

a = x, y, z is an adjoint-of-SO(3) index, and it only has a time component. The

partition function (2.6) can be written as

Z[A] = Z[θ, n̂] =

∫
Dφe−S0ei

∮
A (2.7)

that is, turning on background fields is the same as inserting a Wilson line around the

thermal circle. Its only gauge-invariant effect is to specify the boundary conditions

around the circle: when we go around the circle we can do a SO(3) rotation of our

qubit. So this Wilson line is specified by a choice of n̂ and θ. So, using the fact that

(n̂ · ~σ)2 = 1,

Z[A] ≡ Z(θ) = trHe
i θ
2
n̂·~σ = 2 cos θ/2. (2.8)

Now here’s the crucial question for our example: Is Z[A] gauge invariant? In SO(3)

(but not in SU(2)) there is a gauge redundancy under θ 7→ θ + 2π. (Let’s pick n̂ = ẑ.

Take A→ A+ ig−1dg with g = einZτ/β with n odd.) Under this transformation,

Z(θ + 2π) = −Z(θ) , (2.9)

the partition function changes sign. This is a failure of gauge invariance.

Actually, if we just think about a single U(1) ⊂ SU(2), it is possible to remove the

problem, by redefining Aτ = Zθ/2 → Zθ/2 + 1θ/2. But then something funny will

happen under an operation that takes ẑ → −ẑ. That is, with the above definition,

Z(θ + 2π) = −Z(θ), Z(−θ) = Z(θ). (2.10)

With the modified definition, we have instead

Z ′(θ + 2π) = Z ′(θ), Z ′(−θ) = e−iθZ ′(θ). (2.11)

Now this violates invariance under the (non-abelian) gauge transformationA→ g−1(A+

id)g with a choice of g that anticommutes with Z. In fact, to see a violation of gauge

invariance that can’t be removed by a local redefinition of the action (an anomaly), it’s

enough to consider just a Z2×Z2 subgroup of SO(3) (i.e. , choose θ = π). Notice that

the qubit is a projective representation of this Z2 × Z2 generated by the π rotations

about orthogonal axes, e.g. X and Z.
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2.2 Chiral anomaly

The example we will focus on here is the chiral anomaly. This is encapsulated by

an equation for the violation of the chiral (aka axial) current for fermions coupled to

a background gauge field. The chiral anomaly was first discovered in perturbation

theory, by computing a certain Feynman diagram with a triangle; the calculation was

motivated by the experimental observation of the process π0 → γγ, which would not

happen if the chiral current were conserved. (I’ll explain the relationship between the

chiral current and the pion later.)

I will outline a derivation of this effect (using the fermionic path integral) which

is more illuminating than the triangle diagram. It shows that the one-loop result is

exact – there are no other corrections. It shows that the quantity on the right hand

side of the continuity equation for the would-be current integrates to an integer. It

gives a (physics) proof of the index theorem, relating numbers of solutions of the Dirac

equation in a background field configuration to a certain integral of field strengths. It

butters your toast. [End of Lecture 2]

Chiral symmetries. In even-dimensional spacetimes, the Dirac representation of

SO(D − 1, 1) is reducible. This is because

γ5 ≡ a
D−1∏
µ=0

γµ 6= 1, satisfies {γ5, γµ} = 0,∀µ .

(In odd D,
∏
γµ instead commutes with each of the γµ, and is in fact proportional to

the identity.) This means that γ5 commutes with the Lorentz generators

[γ5,Σµν ] = 0, Σµν ≡ 1

2
[γµ, γν ].

We can choose a so that (γ5)2 = 1 so that 1
2

(1± γ5) are projectors. A left- or

right-handed Weyl spinor is an irreducible representation of SO(D − 1, 1), ψL/R ≡
1
2

(1± γ5)ψ. This allows the possibility that the L and R spinors can transform differ-

ently under a symmetry; such a symmetry is called a chiral symmetry. (Note that when

D = 2, the Dirac equation says that a left-(right-) handed spinor really only moves to

the left (right) – see the homework. In higher dimensions, the name just comes from

the fact that L and R are interchanged by the parity operation.)

In D = 4k dimensions, if ψL is a left-handed spinor in representation r of some

group G, then its image under CPT, ψCPTL (t, ~x) ≡ iγ0 (ψL(−t,−~x))?, is right-handed

and transforms in representation r̄ of G. Therefore chiral symmetries arise in D = 4k

only when the Weyl fermions transform in complex representations of the symmetry

group, where r̄ 6= r. (In D = 4k+ 2, CPT maps left-handed fields to left-handed fields.

For more detail on discrete symmetries and Dirac fields, see Peskin §3.6.)
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Some more explicit words (of review) about chiral fermions in D = 3 + 1, mostly

notation. Recall Peskin’s Weyl basis of gamma matrices in 3+1 dimensions, in which

γ5 is diagonal:

γµ =

(
0 σ̄µ

σµ 0

)
, σµ ≡ (1, ~σ)µ, σ̄µ ≡ (1,−~σ)µ, γ5 =

(
1 0

0 −1

)
.

This makes the reducibility of the Dirac representation of SO(3, 1) manifest, since the

Lorentz generators are ∝ [γµ, γν ] block diagonal in this basis. The gammas are a map

from the (1,2R) representation to the (2L,1) representation. It is sometimes useful to

denote the 2R indices by α, β = 1, 2 and the 2L indices by α̇, β̇ = 1, 2. Then we can

define two-component Weyl spinors ψL/R = PL/Rψ ≡ 1
2

(1± γ5)ψ by simply forgetting

about the other two components. The conjugate of a L spinor χ = ψL (L means

γ5χ = χ) is right-handed:

χ̄ = χ†γ0, χ̄γ5 = χ†γ0γ5 = −χ†γ5γ0 = −χ†γ0 = −χ̄.

We can represent any system of Dirac fermions in terms of a collection of twice as many

Weyl fermions.

Let me be more explicit about the meaning of a complex representation of a con-

tinuous symmetry G. The statement that ψ is in representation r means that its

transformation law is

δψa = iεA
(
tAr
)
ab
ψb

where tAr , A = 1.. dimG are generators of G in representation r; for a compact Lie group

G, we may take the tA to be Hermitian. The conjugate representation, by definition,

is one with which you can make a singlet of G – it’s the way ψ?T = ψ† transforms:

δψ?Ta = −iεAψ?Tb
(
tAr
)
ba

= −iεA
(
tAr
)T
ab
ψ?Tb .

So:

tAr̄ = −
(
tAr
)T
.

The condition for a complex representation is that this is different from tAr (actually

we have to allow for relabelling of the generators and the basis – two representations

r1,2 are equivalent, r1
∼= r2 if there is a change of basis (the same for all A) that relates

the generators: tAr1
= U †tAr1

U . r is complex if r � r2. The simplest case is G = U(1),

where t is just a number indicating the charge. In that case, any nonzero charge gives

a complex representation.

We’re going to think about the case where the set of left-moving and right-moving

fields is the same, but we’ll think about a symmetry that acts in a chiral way. (A
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similar analysis can be done more generally.) Consider the effective action produced

by integrating out Dirac fermions coupled to a background gauge field (the gauge field

is just going to sit there for this whole calculation):

eiSeff[A] ≡
∫

[DψDψ̄] eiS[ψ,ψ̄,A] .

We must specify how the fermions are coupled to the gauge field. The simplest example

is if A is a U(1) gauge field and ψ is minimally coupled:

S[ψ, ψ̄, A] =

∫
dDxψ̄i /Dψ, /Dψ ≡ γµ (∂µ + iAµ)ψ.

We will focus on this abelian example, but you could imagine instead that Aµ is

a non-Abelian gauge field for the group G, and ψ is in a representation r, with gauge

generators tAr (A = 1...dimG), so the coupling would be

ψ̄ /Dψ = ψ̄aγ
µ
(
∂µδab + iAAµ

(
tAr
)
ab

)
ψb . (2.12)

Much of the discussion below applies for any even D.

Notice that we are turning on a background gauge field for the vector-like (i.e. non-

chiral) symmetry that acts by ψ → eiθAtAr ψ (with no γ5).

In the absence of a mass term, the action (in the Weyl basis) involves no coupling

between L and R:

S[ψ, ψ̄, A] =

∫
dDx

(
ψ†LiσµDµψL + ψ†Riσ̄µDµψR

)
and therefore is invariant under the global chiral rotation

ψ → eiαγ5

ψ, ψ† → ψ†e−iαγ5

, ψ̄ → ψ̄e+iαγ5

. That is: ψL → eiαψL, ψR → e−iαψR.

(The mass term couples the two components

Lm = ψ̄
(
Rem+ Immγ5

)
ψ = mψ†LψR + h.c.;

notice that the mass parameter is complex.) The associated Noether current is j5
µ =

ψ̄γ5γµψ, and it seems like we should have ∂µj5
µ

?
= 0 if m = 0. This follows from the

massless (classical) Dirac equation 0 = γµ∂µψ. (With the mass term, we would have

instead ∂µj5
µ

?
= 2iψ̄ (Remγ5 + Imm)ψ. )
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Notice that there is another current jµ = ψ̄γµψ. jµ is the current that is coupled

to the gauge field, L 3 Aµj
µ. The conservation of this current is required for gauge

invariance of the effective action

Seff[Aµ]
!

= Seff[Aµ + ∂µλ] = −i log
〈
ei
∫
λ(x)∂µjµ

〉
+ Seff[Aµ].

No matter what happens we can’t find an anomaly in jµ, since this is the symmetry

that’s gauged in QED. The anomalous one is the other one, the axial current.

To derive the conservation law for the axial current we can use the Noether method.

This amounts to substituting ψ′(x) ≡ eiα(x)γ5
ψ(x) into the action:

SF [ψ′] =

∫
dDxψ̄e+iαγ5

i /Deiαγ5

ψ =

∫
dDx

(
ψ̄i /Dψ + ψ̄iγ5 (/∂α)ψ

) IBP
= SF [ψ]−i

∫
α(x)∂µtrψ̄γ5γµψ

up to terms of O(α2). Then we can completely get rid of α(x) if the change of integra-

tion variables in the path integral, i.e. if [Dψ′]
?
= [Dψ]. Usually this is true, but here

we pick up an interesting Jacobian.

Claim:

eiSeff[A] =

∫
[Dψ′Dψ̄′]eiSF [ψ′] =

∫
[DψDψ̄]eiSF [ψ]+i

∫
dDxα(x)(∂µjµ5−A(x))

where A comes from the variation of the measure. That is,

[Dψ′Dψ̄′] = [DψDψ̄] det −2
(
eiαγ5

)
≡ [DψDψ̄]e−i

∫
αA

so

e−i
∫
αA = e−2Tr log eiαγ

5

= e−2Tr(iαγ5)

or more explicitly but very formally we can write the anomaly as:

A(x) = 2
∑
n

trξ̄n(x)γ5ξn(x) = 2tr 〈x| γ5 |x〉 (2.13)

where ξn are a basis of eigenspinors of the Dirac operator. This big Tr is the trace

over the space of functions on which /D acts, including both spinor indices and function

labels. I’ll use tr or trγ for the spinor trace. So we’ve derived the equation
∫
dDxA(x) =

2Tr γ5. This is a very formal expression since it is a sum over infinitely many terms

each of which is ±1. Note that the trace over the spinor space is trγ5 = 0, but here we

are summing over the whole single-particle Hilbert space.

The expression above for Seff is actually independent of α, since the path integral

is invariant under a change of variables. For a conserved current, α would multiply the
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divergence of the current and this demand would imply current conservation. Here this

implies that instead of current conservation we have a specific violation of the current:

∂µj5
µ = A(x).

What is the anomaly A? [Polyakov §6.3, Peskin §19.2] An alternative useful

(perhaps more efficient) perspective is that the anomaly arises from trying to define

the axial current operator, which after all is a composite operator. Thus we should try

to compute

∂µ 〈jµ5 〉 = ∂µ
〈
ψ̄(x)γµγ5ψ(x)

〉
– the coincident operators on the RHS need to be regulated.

The classical (massless) Dirac equation immediately implies that the axial current

is conserved (up to contact terms, meaning collisions with other operators in the ex-

pectation value)

∂µ
(
ψ̄γµγ5ψ

) ?
= 0.

Consider, on the other hand, the (vacuum) expectation value

J5
µ ≡

〈
ψ̄(x)γµγ

5ψ(x)
〉
≡ Z−1[A]

∫
[DψDψ̄]eiSF [ψ]j5

µ(x)

=
x

=

= −trγγµγ
5G[A](x, x) (2.14)

where the blob represents G[A], the Green’s function of the Dirac operator in the gauge

field background (and the figure is from Polyakov’s book (which works in Euclidean

signature)). The x is the insertion of the current j5
µ = ψ̄γ5γµψ. The minus sign in the

last line is from the fermion loop.

We can construct it out of eigenfunctions of i /D:

i /Dξn(x) = εnξn(x), ξ̄n(x)iγµ
(
−←∂ µ + iAµ

)
= εnξ̄n (2.15)

in terms of which3

G[A](x, x′) = i
∑
n

1

εn
ξn(x)ξ̄n(x′). (2.17)

3Actually, this step is full of danger, but I promise it works out. See §2.3 below for the full story.

Also, the factor of i in front of this expression for the real-time Green’s function is a bit confusing,

and would be absent in Euclidean spacetime (e.g. in Polyakov’s treatment). Recall that〈
θiθ̄j

〉
= Z−1

∫
dθdθ̄θiθ̄je

−θ̄Aθ = A−1
ij , Z ≡

∫
dθdθ̄e−θ̄Aθ. (2.16)

(To check the sign, do the case with just one θ and one θ̄.) Relative to this expression, the real-time

action is missing the minus sign and has an extra i.
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(I am suppressing spinor indices all over the place, note that here we are taking the

outer product of the spinors to make a matrix.)

We want to define the coincidence limit, as x′ → x. The problem with this limit

arises from the large |εn| eigenvalues; the contributions of such short-wavelength modes

are local and most of them can be absorbed in renormalization of couplings. It should

not (and does not) matter how we regulate them, but we must pick a regulator. A

convenient choice here is heat-kernel regulator:

G[A]
s (x, x′) ≡ i

∑
n

e−sε
2
n

1

εn
ξn(x)ξ̄n(x′)

and

J5
µ(x) = −i

∑
n

e−sε
2
n

1

εn
ξ̄n(x)γµγ

5ξn(x) .

The anomaly is

∂µJ5
µ = ∂µ

〈
j5
µ

〉
=
∑
n

i∂µ
(
ξ̄nγµγ

5ξn
) e−sε2n

εn
.

The definition (2.15) says

i∂µ
(
ξ̄nγµγ

5ξn
)

= −2εnξ̄nγ
5ξn

using {γ5, γµ} = 0. (Notice that the story would deviate dramatically here if we were

studying the vector current which lacks the γ5, and would give i∂µ
(
ξ̄nγµξn

)
= 0.) This

gives

∂µJ5
µ(x) = 2trγ 〈x| γ5e

−s
(
i /D
)2

|x〉 (2.18)

with

(i /D)2 = − (γµ (∂µ + iAµ))2 = − (∂µ + iAµ)2 − i

2
ΣµνF

µν

where Σµν ≡ 1
2
[γµ, γν ] is the spin Lorentz generator. We used γµγν = 1

2
{γµ, γν} +

1
2
[γµ, γν ] = ηµν + Σµν . (2.18) is the equation we got from the variation of the measure,

(2.13), but now better defined by the heat kernel regulator.

We’ve shown that in any even dimension,

∂µ
〈
j5
µ(x)

〉
= 2trγ 〈x| γ5es /D2 |x〉 (2.19)

This can now be expanded in small s, which amounts to an expansion in powers of

A,F . If there is no background field, A = 0, we get

〈x| e−s
(
i/∂
)2

|x〉 Wick
= i

∫
d̄DpE e−sp

2
E = i KD︸︷︷︸

=
ΩD−1

(2π)D

1

sD/2
D=4
=

i

16π2s2
. (2.20)
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This term will renormalize the charge density

ρ(x) =
〈
ψ†ψ(x)

〉
= trγ0G(x, x),

for which we must add a counterterm (in fact, it is accounted for by the counterterm

for the gauge field kinetic term, i.e. the running of the gauge coupling). But it will not

affect the axial current violation, which is proportional to

tr
(
γ5G(x, x)

)
|A=0 ∝ trγ5 = 0.

Similarly, bringing down more powers of (∂ + A)2 doesn’t give something nonzero

since the γ5 remains.

In D = 4, the first term from expanding ΣµνF
µν is still zero from the spinor trace.

(Not so in D = 2.) The first nonzero term comes from the next term:

tr

(
γ5e
−s
(
i /D
)2
)
xx

=
〈
x|e−s(iD)2 |x

〉
︸ ︷︷ ︸

(2.20)
= i

16π2s2
+O(s−1)

·s
2

8
· (i2) tr

(
γ5ΣµνΣρλ

)︸ ︷︷ ︸
=4iεµνρλ

· trc︸︷︷︸
color

(FµνFρλ) +O(s1) .

In the abelian case, just ignore the trace over color indices, trc. The terms that go like

positive powers of s go away in the continuum limit. Therefore

∂µJ
µ
5 = −2 · 1

16π2s2
· s

2

8
· 4εµνρλtrcFµνFρλ +O(s1) = − 1

8π2
trFµν (?F )µν . (2.21)

(Here (?F )µν ≡ 1
2
εµνρλFρλ.) This is the chiral anomaly formula. It can also be usefully

written as:

∂µJ
µ
5 = − 1

8π2
trF ∧ F = − 1

32π2
~E · ~B.

• This object on the RHS is a total derivative. In the abelian case it is

F ∧ F = d (A ∧ F ) .

Its integral over spacetime is a topological invariant (in fact 16π2 times an integer)

characterizing the gauge field configuration. How do I know it is an integer? The

anomaly formula! The change in the number of left-handed fermions minus the

number of right-handed fermions during some time interval is:

∆QA ≡ ∆ (NL −NR) =

∫
dt∂tJ

5
0 =

∫
M4

∂µJ5
µ =

∫
M4

F ∧ F
8π2

where M4 is the spacetime region under consideration. If nothing is going on at

the boundaries of this spacetime region (i.e. the fields go to the vacuum, or there
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is no boundary, so that no fermions are entering or leaving), we can conclude

that the RHS is an integer.

More generally, trF∧F
8π2 integrates to an integer on any closed 4-manifold on which

we can put fermions (i.e. which admits a spin structure).

• Look back at the diagrams in (2.14). Which term in that expansion gave the

nonzero contribution to the axial current violation? In D = 4 it is the diagram

with three current insertions, the ABJ triangle diagram. So in fact we did end

up computing the triangle diagram. But this calculation also shows that nothing

else contributes, even non-perturbatively.

• We chose a particular regulator above. The answer we got did not depend on

the cutoff; in fact, whatever regulator we used (as long as it preserves the chiral

symmetry!) we would get this answer. I am not proving this, but it must be true

if the theory makes any sense. We will see strong evidence for it below.

• Consider what happens if we redo this calculation in other dimensions. We only

consider even dimensions because in odd dimensions there is no analog of γ5 –

the Dirac spinor representation is irreducible, and there is no notion of chirality.

In 2n dimensions, we need n powers of ΣµνFµν to soak up the indices on the

epsilon tensor.

Actually there is an analogous phenomenon in odd dimensions (sometimes called

parity anomaly) of an effect that is independent of the masses of the fields, where

the spinor trace produces an εµνρ, which you already studied on the homework

last quarter. Instead of F n, the thing that appears is the Chern-Simons term.

[End of Lecture 3]

• If we had kept the non-abelian structure in (2.12) through the whole calculation,

the only difference is that the trace in (2.21) would have included a trace over

representations of the gauge group. With multiple fermion flavors (I = 1..Nf ),

we could have considered also a non-abelian flavor transformation in the chiral

symmetry

ψI →
(
eiγ5gaτa

)
IJ
ψJ

for some su(Nf ) flavor rotation generator τa. This is a symmetry of ψ̄Ii /DψI (with

no mass terms), and the current is jµ5a = ψ̄γµγ5τaψ. Then we would have found

(recall that F = FATA):

∂µj5a
µ =

1

16π2
εµνρλFA

µνF
B
ρλtrc,f

(
TATBτa

)
. (2.22)
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Note that in this expression, the matrix in the trace is more explicitly

(TA ⊗ 1f )(T
B ⊗ 1f )(1c ⊗ τa) = TATB ⊗ τa . (2.23)

A special case of this is if we have multiple species of fermion fields but consider

the diagonal chiral symmetry (τa = 1): their contributions to the anomaly add.

Sometimes they can cancel; the Electroweak gauge interactions are an example

of this.

• Most generally, consider a collection of fermions transforming under symmetry

group G1 × G2 × G3 and couple to background gauge fields A1,2,3 for all three

groups. We’ll call a “G1G2G3 anomaly” the diagram with insertions of currents

for G1,G2 and G3.

Above we computed the contribution from whole Dirac fermions. We can com-

pute separately the contributions of the L and R Weyl components: there is a

factor of half and a relative sign. The result for the anomaly of the current for

G1 coming from the background gauge fields for G2,3 is

∂µj
Aµ
1 =

1

32π2
εµνρσF 2B

µν F
3C
ρσ

∑
f

(−1)f trR(f){TA1 , TB2 }TC3 . (2.24)

The sum is over each Weyl fermion, R(f) is its representation under the combined

group G1×G2×G3, and TA1 are a basis of generators of the Lie algebra of G1 etc. in

the representation of the field f . By (−1)f I mean ± for left- and right-handed

fermions respectively. Here {A,B} = AB + BA means anticommutator; the

second term comes from reversing the arrows of the fermion lines in the triangle

diagram. Using this formula you can check that the Standard Model gauge group

is anomaly-free.

2.3 Zeromodes of the Dirac operator

Do you see why I said that the step involving the fermion Green’s function was full of

danger? The danger arises because the Dirac operator (whose inverse is the Green’s

function) can have zeromodes, eigenspinors with eigenvalue εn = 0. In that case, i /D is

not invertible, and the expression (2.17) for G is ambiguous. This factor of εn is about

to be cancelled when we compute the divergence of the current and arrive at (2.13).

Usually this kind of thing is not a problem because we can lift the zeromodes a little

and put them back at the end. But here it is actually hiding something important. The

zeromodes cannot just be lifted. This is true because nonzero modes of i /D must come

in left-right pairs: this is because {γ5, i /D} = 0, so i /D and γ5 cannot be simultaneously
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diagonalized in general. That is: if i /Dξ = εξ then (γ5ξ) is also an eigenvector of i /D,

with eigenvalue −ε. By taking linear combinations

χL/Rn =
1

2

(
1± γ5

)
ξn

these two partners can be arranged into a pair of simultaneous eigenvectors of (i /D)2

(with eigenvalue ε2n) and of γ5 with γ5 = ± respectively.

Only for ε = 0 does this fail, so zeromodes can come by themselves. So you can’t

just smoothly change the eigenvalue of some ξ0 from zero unless it has a partner with

whom to pair up.

This leads us to a deep fact, called the (Atiyah-Singer) index theorem: only zero-

modes can contribute to the anomaly. Any mode ξn with nonzero eigenvalue has a

partner (with the same eigenvalue of (i /D)2) with the opposite sign of γ5; hence they

cancel exactly in

trγ5e−s(i /D)2

=
∑
n,εn 6=0

∑
L/R

χ̄L/Rn γ5χL/Rn e−sε
2
n

︸ ︷︷ ︸
=0

+ zeromodes .

We can choose our eigenfunctions to be normalized
∫
dDxχ̄iχj = δij and of definite

chirality γ5χ = ±χ. So the anomaly equation tells us that the number of zeromodes

of the Dirac operator i /D
[A]

in some configuration of the background field, weighted by

handedness (i.e. with a + for L and - for R) is equal to

nL − nR =

∫
dDxA(x) = −

∫
1

8π2
F ∧ F.

A practical consequence for us is that it makes manifest that the result is indepen-

dent of the regulator s.

Another consequence is that in the background of a gauge field configuration with

nonzero nL − nR = q, the vacuum to vacuum amplitude

Z[Aq] =

∫
[DψDψ̄]ei

∫
dDxψ̄i /Dψ = det i /D = 0

vanishes, since it is the determinant of an operator with a kernel. Rather, only am-

plitudes for transitions that change the chiral charge by q are allowed. A (localized)

gauge field configuration with
∫
F ∧ F 6= 0 is called an instanton.

2.4 The physics of the anomaly

Emergence of the Dirac equation. Consider free fermions hopping on a chain of
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sites:

H = −t
∑
n

c†ncn+1 + h.c. (2.25)

(The particular choice of nearest-neighbor hopping is not special for what I’m about to

say.) Since this is translation-invariant, the single-particle Hamiltonian is diagonalized

by Fourier modes: cn =
∮

d̄keiknack (where a is the lattice spacing):

H =

∮
d̄kc†kckε(k) (2.26)

and for the particular choice of nearest-neighbor hopping in one dimension we get

ε(k) = −2t(cos ka− 1) . (2.27)

It is sometimes convenient to add a chemical potential term to account for the number

of electrons:

H − µN =

∮
d̄kc†kck (ε(k)− µ) . (2.28)

Introduce an infrared regulator so that the levels are discrete – put them in a box of

length L, so that k` = 2π`
L

, ` ∈ Z. The groundstate of N such fermions (N determines

the chemical potential) is described by filling the N lowest-energy single particle levels,

up to the Fermi momentum: |k| ≤ kF are filled. The energy of the last filled level is

ε(kF ) = µ, the Fermi energy. (In Figure 1, the red circles are possible 1-particle states,

and the green ones are the occupied ones.)

Starting in the groundstate of N electrons, the lowest-energy state available in

which to add a fermion is the one just above the Fermi level. Adding an electron in

this level costs energy

ε(k)− µ = ε(kF ) + (k − kF )∂kε|k=kF +O(k − kF )2 − µ = vF δk +O(δk)2. (2.29)

The fields near these Fermi points k = ±kF in k-space therefore satisfy the Dirac

equation

(ω − vF δk)ψL = 0, (ω + vF δk)ψR = 0 (2.30)

where δk ≡ k − kF and vF ≡ |∂kε|k=kF . I call this the Dirac equation because it is the

equations of motion for the action

S[ψ, ψ̄] =

∫
d2xψ̄i/∂ψ (2.31)

where γµ are 2 × 2 and the upper/lower component of ψ creates fermions near the

left/right Fermi point: ψ =

(
ψL
ψR

)
The basis of gammas that gives (2.30) is γ0 =
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σ1, γ1 = iσ2. I chose units of length where vF = 1 (rather than the actual speed of

light).

Thus the Dirac equation emerges from a very generic and simple lattice model.

The left-(right-)handed fermion is left-(right-)moving, very convenient. The Dirac

antiparticle is a hole: the lowest energy state with one fewer particle is obtained by

removing an electron just below the Fermi level. The relativistic approximation breaks

down when the O(k − kF )2 terms are appreciable, i.e. if we put in enough energy to

see the curvature of the band.

The chiral anomaly in the lattice model in finite volume. [Polyakov, page

102; Kaplan 0912.2560 §2.1; Alvarez-Gaumé]

Figure 1: Green dots represent oc-

cupied 1-particle states. Top: In the

groundstate. Bottom: After apply-

ing Ex(t). Here I am just drawing

the bottom of the band, where ε(k)

can be approximated by k2

2m .

This action is preserved by a chiral transfor-

mation and would therefore seem to imply a con-

served axial current, whose conserved charge is the

number of left moving fermions minus the number

of right moving fermions. But the fields ψL and ψR
are not independent; with high-enough energy ex-

citations, you reach the bottom of the band (near

k = 0 here) and you can’t tell the difference. This

means that the numbers are not separately con-

served.

We can do better in this 1+1d example and

show that the amount by which the axial current

is violated is given by the anomaly formula. Con-

sider subjecting our poor 1+1d free fermions to an

electric field Ex(t) which is constant in space and

slowly varies in time4. Suppose we gradually turn

it on and then turn it off; here gradually means

slowly enough that the process is adiabatic. Then

each particle experiences a force ∂tp = eEx and its

net change in momentum is

∆p = e

∫
dtEx(t).

This means that the electric field puts the fermions in a state where the Fermi surface

4To do this in the lattice model, modify the Hamiltonian by

H = −t
∑
n

c†ne
ieAx(t)cn+1 + h.c. (2.32)
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k = kF has shifted to the right by ∆p, as in the figure. Notice that the total number

of fermions is of course the same – charge is conserved.

Now consider the point of view of the low-energy theory at the Fermi points. This

theory has the action

S[ψ] =

∫
dxdtψ̄iγµDµψ .

In the process above, we have added NR = ∆p
2π/L

right-moving particles and taken away

|NL| left-moving particles (with NL = −NR), that is added NL left-moving holes (aka

anti-particles). The axial charge of the state has changed by

∆QA = ∆(NR−NL) = 2
∆p

2π/L
=
L

π
∆p =

L

π
e

∫
dtEx(t) =

e

π

∫
dtdxEx =

e

2π

∫
εµνF

µν

On the other hand, the LHS is ∆QA =
∫
∂µJAµ . We can infer a local version of this

equation by letting E vary slowly in space as well, and we conclude that

∂µJ
µ
A =

e

2π
εµνF

µν .

This agrees exactly with the anomaly equation in D = 1+1 produced by the calculation

above in (2.19) (see the homework).

2.5 ’t Hooft anomaly matching

The most important fact about anomalies is that they are RG invariants. The existence

of the anomaly means that the partition function varies by some particular phase under

the anomalous symmetry,

Z → ei
∫
αAZ . (2.33)

But an RG transformation (doing the integrals in a certain order and relabelling rulers)

must preserve the partition function.

Why is this a big deal? Much of physics is about trying to match microscopic (UV)

and long-wavelength (IR) descriptions. That is, we are often faced with questions of

the form “what could be a microscopic Hamiltonian that produces these phenomena?”

and “what does this microscopic Hamiltonian do at long wavelengths?”. Anomalies

are precious to us, because they are RG-invariant information: any anomaly in the UV

description must be realized somehow in the IR description.

This tool has been used to great effect in the last few decades to study strongly-

coupled and otherwise intractable theories. The first application (by ’t Hooft) was to

constrain the possibility that quarks themselves can be composite. He looked for gauge

theories where there are gauge-invariant particles (like baryons) with the quantum
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numbers of the quarks, that might be massless. Anomaly matching provides crucial

evidence for the correctness of Seiberg duality.

It can also be used to help decide whether a gauge theory must spontaneously break

chiral symmetry. The idea is: there may be no way for massless fermionic degrees of

freedom in a candidate chiral-symmetry-preserving low-energy theory to saturate the

anomaly, but there is another possibility. There is a way for bosons to contribute to

the anomaly: if they transform non-linearly under the symmetry, i.e. if the symmetry

is spontaneously broken, they can appear in Wess-Zumino-Witten terms, which can

produce the required anomalous variation of the action. More on this in the section

about pions.

Further comments:

• Another useful perspective on anomaly is as an obstruction to gauging the sym-

metry. Gauging a symmetry means creating a new system where the symmetry

is a redundancy of the description, by coupling to gauge fields. If the symmetry

is not conserved in the presence of background gauge fields, the resulting theory

would be inconsistent.

• Above I’ve described an example of an anomaly of a continuous symmetry. Dis-

crete symmetries can also be anomalous. One way to arrive at this is to start

with a continuous symmetry with an anomaly and explicitly break it to a discrete

subgroup.

• Anomaly is actually a more basic notion even than phase of matter: The anomaly

is a property of the degrees of freedom (i.e. of the Hilbert space) and how the sym-

metry acts on them, independent of a choice of Hamiltonian or action. Multiple

phases of matter can carry the same anomaly.

• There is a long story about anomalies and Symmetry Protected Topological

(SPT) phases of matter. If you want to read about this, §3 here might be a

place to start.

2.6 Some other anomalies

There are some other examples of anomalies whose existence is worth mentioning.

One is that there can be anomalies where the role of the field strength F is played

by the curvature of spacetime R. The chiral anomaly gets such a contribution. Since

gravity exists (space can be curved), this constrains the hypercharge assignments in

the Standard Model.
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Spinors in curved spacetime. To couple integer-spin fields to curved space is

not such a big deal: just replace every ηµν by gµν , use covariant derivatives, and use

the covariant volume form. For example:∫
dDx (∂µφ∂νφη

µν − V (φ)) 
∫
dDx
√
g (∂µφ∂νφg

µν(x)− V (φ)) . (2.34)

Coupling spinors to curved space is a little more involved, and requires the intro-

duction of the spin connection. This is a useful device in other contexts, for example,

for computing curvatures by hand (see e.g. §9 of these notes).

The first step is to introduce the vierbeins (‘vier’ means ‘’four’ in German; in general

dimension, they are called vielbeins instead, since ‘viel’ means ‘many’)

gµν(x) = eaµ(x)ebν(x)ηab . (2.35)

Here a, b = 0...D− 1 are tangent space indices, which are contracted with the ordinary

Minkowski metric. The es are an orthonormal frame on the tangent space that varies

from point to point. This description in terms of e introduces a redundancy under local

Lorentz transformations SO(3, 1) (that preserve gµν). The required connection is the

spin connection ωabµ . It can be defined by demanding that the vielbeins are covariantly

constant:

Dµeaν = ∂µe
a
ν − Γρµνe

a
ρ + ωaµbe

b
ν

!
= 0 (2.36)

where Γ is the usual Christoffel symbol. The field strength of the spin connection is

(Rµν)
a
b = ∂µω

a
ν b − ∂νωaµb − [ωµ, ων ]

a
b = Rµν

ρ
σe
a
ρe
σ
b (2.37)

where the last object is the ordinary Riemann curvature.

In terms of these ingredients, the spinor covariant derivative is

Dµψα = ∂µψα +
1

4
ωabµ (Σab)

β
γψβ (2.38)

where Σab = 1
2
[γa, γb] are the local Lorentz generators. The curved-space Dirac action

is then

S[Ψ, g] =

∫
dDx
√
gΨ̄iγµDµΨ (2.39)

where γµ = γµ(x) ≡ γaeµa(x). The γa are the ordinary flat-spacetime gammas.

Redoing our calculation above including this extra ω term in the Dirac action gives
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(in D = 3 + 1)

DµjµA = − 1

384π2

∑
Weyl,f

Qf (−1)fεµνρσRµνλτRρσ
λτ (2.40)

where Qf is the charge of Weyl fermion f under the current in question. This means

that any U(1) factor of the gauge group must have
∑

f Qf (−1)f = 0. (This property

is automatic for U(1) factors of a compact Lie group (since it is true for SU(2)). This

is a small hint toward Grand Unification.)

An extreme example of such an anomaly is an anomaly in diffeomorphism invariance

– a purely gravitational anomaly. This only happens in D = 8k + 2 dimensions.

Back in D = 3 + 1, SU(2) gauge theory with an odd number of Weyl fermions in a

half-integer spin representation is anomalous. The case of spin-half is called the Witten

anomaly or SU(2) anomaly.

The SU(2) anomaly. There are no perturbative anomalies in D = 3+1 (meaning,

ones coming from triangle diagrams) for the case of SU(2), since the 2 is pseudo-real

(isomorphic to its conjugate representation). But there can be a more subtle way

for the fermion measure to vary under a gauge transformation – a non-perturbative

anomaly.

The path integral over a Dirac fermion Ψ in some representation of a gauge group

G is ∫
DΨDΨ̄e−

∫
d4xΨ̄i /DΨ = det

(
i /D
)

=
∏
n

εn. (2.41)

Here i /D is the Dirac operator with background fields for G. We’ve discussed above

how to regulate such things in a gauge-invariant way, and it is gauge invariant.

Now consider a single Weyl fermion ψL = 1
2
(1 + γ5)Ψ in some representation of G:∫

DψLDψ̄Le
−
∫
d4xψ̄LiσµDµψL = ± det

(
i /D

1 + γ5

2

)
=
√

det i /D. (2.42)

Recall that the eigenvalues of i /D, when nonzero, come in left-right pairs. (Let’s assume

that no eigenvalues are zero, or else the whole thing is zero.) So the square root just

means taking one of each pair. The problem is picking the sign.

To try to define the sign, pick a reference gauge field configuration A?µ, and define

the square root for this configuration√
det i /DA? =

∏
ε>0

εn (2.43)
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to be just the positive eigenvalues. To define the square root for any other configuration

A, find a path from A? to A, and follow the eigenvalues. If an odd number of the positive

eigenvalues at A? go through zero, then the sign of the square root flips.

Now we must ask: is this choice of sign gauge invariant? That is, do we get the

same sign for Aµ and for its gauge image

AΩ
µ = Ω(x)AµΩ(x)−1 + iΩ(x)∂µΩ(x)−1 ? (2.44)

If not, then clearly this gauge transformation Ω(x) cannot be regarded as an equiva-

lence, since A and AΩ would have different weight in

Z =

∫
DAe−S[A]

∫
DψLDψ̄Le

−
∫
d4xψ̄LiσµDµψL . (2.45)

Now, there are many Ω we could consider. Only Ω that approach the identity map

at x→∞ in R4 are equivalences. For such Ω, we can identify all the points at infinity

and R4 ∪∞ ' S4. So such gauge transformations are maps Ω : S4 → G. In the case of

G = SU(2), it’s a nontrivial fact that π4(SU(2) ' S3) = Z2 – there are two classes of

such gauge transformations.

The Witten anomaly happens because, with the definition of sign above,√
det i /DAΩ = −

√
det i /DA (2.46)

if Ω is in the nontrivial homotopy class.

For more, see David Tong’s notes on anomalies.

[End of Lecture 4]
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3 Wilsonian Renormalization Group

[Fradkin, 2d edition, chapter 4; Cardy; Zee §VI; Álvarez-Gaumé and Vázquez-Mozo, An

Invitation to QFT, chapter 8.4-5 (' §7.3-4 of hep-th/0510040)] What I want to explain

next is an important piece of metaphysics, in the sense that it is an idea about how

to go about doing physics. The following discussion describes a perspective that can

(and should) be applied to any system of extensive degrees of freedom. This includes

many statistical-mechanics systems, condensed-matter systems and also QFTs in high

energy physics. The great insight of Kadanoff and Wilson about such systems is that

we should organize our thinking about them by length scale. We should think about a

family of descriptions, labelled by the resolution of our microscope.

3.1 Where do field theories come from?

A model with finitely many degrees of freedom per unit volume.

Figure 2: A configuration of classical Ising

spins on the 2d triangular lattice.

Consider the following system of ex-

tensive degrees of freedom – it is an ex-

ample of a very well-regulated (euclidean)

QFT. At each site i of a lattice we place

a two-valued (classical) degree of freedom

si = ±1, so that the path ‘integral’ mea-

sure is∫
[ds]... ≡

∑
{si}

... =
∏

sites, i

∑
si=±1

... .

Let’s choose the euclidean action to be

S[s] = −βJ
∑
〈i,j〉

sisj .

Here βJ is some coupling; the notation 〈i, j〉 means ‘sites i and j that are nearest

neighbors’. The partition function is

Z =

∫
[ds]e−S[s] =

∑
{si}

e+βJ
∑
〈i,j〉 sisj . (3.1)

(I can’t hide the fact that this is the thermal partition function Z = tre−βH for the

classical Ising model, with H = −J∑〈i,j〉 sisj, and β ≡ 1/T is the coolness5, i.e. the

inverse temperature.)

5This nomenclature, due to the condensed matter physicist Miles Stoudenmire, does a great job of

reminding us that at lower temperatures, quantum mechanics has more dramatic consequences.
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In the thermodynamic limit (the number of sites goes to infinity), this model has a

special value of βJ > 0 above which there is spontaneous breaking of the Z2 symmetry

si → −si by a nonzero magnetization, 〈si〉 6= 0.

The Ising model defined by (3.1) is a model of a magnet (more specifically, when

βJ > 0 which makes neighboring spins want to align, a ferromagnet). Some basic

phenomenology: just below the Curie temperature Tc, the magnetization (average

magnetic moment per unit volume) behaves like

|M | ∼ (Tc − T )β

where β is a pure number (it depends on the number of spatial dimensions)6. In terms

of the Ising model, the magnetization is7

〈M〉 =
1

Z

∑
{si}

e−H(s)/T

∑
i si
V . (3.2)

(V is the number of sites of the lattice, the volume of space.) How can you get such

a non-analytic (at T = Tc 6= 0) function of T by adding a bunch of terms of the form

e−E/T ? It is clearly impossible if there is only a finite number of terms in the sum,

each of which is analytic near Tc 6= 0. It is actually possible if the number of terms

is infinite – finite-temperature phase transitions only happen in the thermodynamic

limit.

Landau and Ginzburg guess the answer. Starting from Z, even with clever

tricks like Kramers-Wannier duality, and even for Onsager, it is pretty hard to figure

out what the answer is for the magnetization. But the answer is actually largely

determined on general grounds, as follows.

Let’s ask what is the free energy G at fixed magnetization, G[M ]. How would we

do this in an experiment? We’d apply a uniform magnetic field, and find just the

right field to get the desired M , and then measure the free energy (with our trusty

free-energy-ometer, of course). In more formal terms, we should add a source for the

magnetization and compute

e−βF [J ] = tre−β(H+
∑
MJ).

Pick some magnetization Mc, and choose J [Mc] so that

〈M〉 = −∂F
∂J

= Mc.

6The name is conventional; don’t confuse it with the inverse temperature.
7In many real magnets, the magnetization can point in any direction in three-space – it’s a vector

~M . We are simplifying our lives.
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Then G[Mc] ≡ F [J [Mc]] −∑McJ
[Mc]. This is a Legendre transform of the usual F in

Z = e−βF . In this context, the source J is (minus) an external magnetic (Zeeman)

field. This G[M ] is just the same idea as an object you may encounter called the

euclidean effective action Γ[φc] (up to factors of β), where the analog of M is called

the ‘classical field’ φc. G is the thing we should minimize to find the magnetization in

the groundstate.

LG Effective Potential. We can even consider a model where the magnetization

is a vector. If ~M is independent of position ~x 8 then spin rotation invariance (or even

just M → −M symmetry) demands that

G(M) = V

(
r ~M2 + u

(
~M2
)2

+ ...

)
where V is the volume of space, r, u are some functions of T that we don’t know, and

the dots are terms with a larger (even) number of Ms. These functions a(T ) and b(T )

have no reason not to be smooth functions of T . Now suppose there is a value of T for

which a(T ) vanishes:

r(T ) = r1(T − Tc) + ...

with r1 > 0 a pure constant. For T > Tc, the minimum of G is at ~M = 0; for T < Tc,

the unmagnetized state becomes unstable and new minima emerge at | ~M | = √− r
2u
∼

(Tc−T )
1
2 . This is the mean field theory description of a second-order phase transition.

It’s not the right value of β (which is about 1/3) for the 3d Curie point, but it shows

very simply how to get an answer that is not analytic at Tc.

LG Effective Action. Landau and Ginzburg can do even better. G(M) with

constant M is like the effective potential; if we let M(~x) vary in space, we can ask and

answer what is the effective action, G[M(~x)]. The Landau-Ginzburg effective action is

G[M ] =

∫
dd~x

(
r ~M2 + u

(
~M2
)2

+ Z∂i ~M · ∂i ~M + ...

)
(3.3)

– now we are allowed to have gradients. Z is a new unknown function of T ; let’s set it

to 1 by rescaling M . This just a scalar field theory (with several scalars) in euclidean

space. Each field has a mass
√
r (they are all the same as a consequence of the spin

rotation symmetry). So 1√
r

is a length scale, to which we turn next.

Definition of correlation length. Suppose we perturb the system by turning on

an external (we pick it) magnetic field (source for ~M) ~H, which adds to the Hamiltonian

8In (3.2), I’ve averaged over all space; instead we could have averaged over just a big enough patch

to make it look smooth. We’ll ask ‘how big is big enough?’ next – the answer is ‘the correlation

length’.
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by − ~H · ~M . (So far we are doing Euclidean physics, which means equilibrium, no real

time dependence.) Pick the field to be small, so its effect is small and we can study

the linearized equations (let’s do it for T > Tc, so we’re expanding around M = 0):(
−∂2 + r

)
~M = ~H .

Recall the Green’s function G2 of a massive scalar field: G2 solves this equation in the

case where H is a delta function. Since the equation is linear, that solution determines

the solution for general H (this was why Green introduced Green’s functions):

M(x) =

∫
d3yG2(x, y)H(y) =

∫
d3y

(∫
d̄3k

ei~k·(~x−~y)

~k2 + r

)
H(y)

=

∫
d3y

1

4π|~x− ~y|e
−
√
r|~x−~y|H(y). (3.4)

The Green’s function

GIJ
2 (x) =

〈
~M I(x) ~MJ(0)

〉
= δIJ

1

4π|~x|e
−
√
r|~x|

is diagonal in the vector index I, J so I’ve suppressed it in (3.4). G2 is the answer to

the question: if I perturb the magnetization at the origin, how does it respond at x?

The answer is that it dies off like〈
~M(x) ~M(0)

〉
∼ e−|x|/ξ

– this relation defines the correlation length ξ, which will depend on the parameters.

In the LG mean field theory, we find ξ = 1√
r
. The LG theory predicts the behavior of ξ

as we approach the phase transition to be ξ ∼ 1
(T−Tc)ν with ν = 1

2
. Again the exponent

is wrong in detail (we’ll see why below), but it’s a great start.

Now let’s return to the microscopic model (3.1). Away from the special value of

βJ , the correlation functions behave as

〈sisj〉connected ∼ e−
rij
ξ

where rij ≡ distance between sites i and j. As T → Tc, ξ → ∞. Notice that the

subscript connected means that we need not specify whether we are above or below

Tc, since it subtracts out the disconnected bit 〈si〉 〈sj〉 by which their form differs.

From the more microscopic viewpoint, ξ is the length scale over which the values of

the spins are highly correlated. This allows us to answer the question of how much

coarse-graining we need to do to reach a continuum approximation: The continuum

description in terms of

M(x) ≡
∑

i∈Rx 〈si〉
Vol(Rx)

(3.5)
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is valid if we average over regions R (centered around the point x) with linear size

bigger than ξ.

Coarse-graining by block spins. We want to understand the connection between

the microscopic spin model and the macroscopic description of the magnetization bet-

ter, for example to systematically improve upon the quantitative failures of the LG

mean field theory for the critical exponents. Kadanoff’s idea is to consider a sequence

of blocking transformations, whereby we group more and more spins together, to in-

terpolate between the spin at a single site si, and the magnetization averaged over the

whole system, passing through (3.5) on the way.

Figure 3: A blocking transformation.

The blocking (or ‘decimation’) transfor-

mation can be implemented in more detail

for Ising spins on the (2d) triangular lattice

as follows (Fig. 3). Group the spins into

blocks of three as shown; we will construct

a new coarser Ising system, where the sites

of the new lattice correspond to the blocks

of the original one, and the spin at the new

site is an average of the three. One way to

do this is majority rule:

sblock, b ≡ sign

( ∑
i∈block,b

si

)
.

(The reason to study the triangular lattice

is so that there can be no ties in the sim-

plest block.)

We want to write our original partition

function in terms of the averaged spins on a

lattice with a larger lattice spacing (it’s not

exactly twice as large, but I’ll call it that

below). We’ll use the identity

1 =
∑
sblock

δ

(
sblock − sign(

∑
i∈block

si)

)
.

This is true for each block; we can insert one of these for each block. Split the original

sum into nested sums, the outer one over the blocks, and the inner one over the spins

within the block:

Z =
∑
{s}

e−βH[si] =
∑

{sblock, b}

∑
s∈block,b

∏
blocks

δ

(
sblock,b − sign

( ∑
i∈block,b

si

))
e−βH

(a)[s] .
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The superscript (a) on the Hamiltonian is intended to indicate that the lattice spacing

is a. Now we interpret the inner sum as another example of integrating out stuff we

don’t care about to generate an effective interaction between the stuff we do care about:∑
s∈block,b

∏
blocks

δ

(
s(2a) − sign

( ∑
i∈block,b

si

))
e−βH

a[s] ≡ e−βH
(2a)[s(2a)]

These sums are hard to actually do, except in 1d. But we don’t need to do them to

understand the form of the result.

As in our two-oscillator example from the first chapter, the new Hamiltonian will

be less local than the original one – it won’t just be nearest neighbors in general:

H(2a)[s(2a)] = J (2a)
∑
〈i,j〉

s
(2a)
i s

(2a)
j +K(2a)

∑
〈〈i,j〉〉

s
(2a)
i s

(2a)
j + ...

where 〈〈i, j〉〉 means next-neighbors. Notice that I’ve used the same labels i, j for the

coarser lattice. We have rewritten the partition function as the same kind of model,

on a coarser lattice, with different values of the couplings:

Z =
∑
{s(2a)}

e−βH
(2a)[s(2a)] .

Now we can do it again. The decima-

tion operation defines a map on the space

of (in this case Ising) Hamiltonians:

H(a) 7→ H(2a) 7→ H(4a) 7→ H(8a) 7→ ...

The couplings J,K... are coordinates on

the space of Hamiltonians. Each time we

do it, we double the lattice spacing; the

correlation length in units of the lattice

spacing gets halved, ξ 7→ ξ/2. This op-

eration is called a ‘renormalization group

transformation’ but notice that it is very much not invertible; we lose information

about the short-distance stuff by integrating it out.

RG fixed points. Where can it end? One thing that can happen is that the form

of the Hamiltonian can stop changing:

H(a) 7→ H(2a) 7→ H(4a) 7→ H(8a) 7→ ... 7→ H? 7→ H? 7→ H? ...

The fixed point hamiltionian H?, which is not changed by the rescaling operation, is

scale invariant. What can its correlation length be if it is invariant under ξ → ξ/2?
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Either ξ = 0 (the mass of the fields go to infinity and there is nothing left to integrate)

or ξ = ∞ (the mass goes to zero and we have more to discuss, we can call this a

nontrivial fixed point).

Near a nontrivial fixed point, once ξ � a, the original lattice spacing, we are quite

justified in using a continuum description, to which we return in subsection 3.2.

Perturbations of a fixed point. Before doing any more work, though, we can

examine the possible behaviors of the RG flow near a fixed point. Consider a fixed

point Hamiltonian H?, and move away from it slightly by changing one of the couplings

a little bit:

H = H? + δgO.
What does the RG do to this to leading order in δg? The possibilities are:

Figure 4: A possible set of RG flows for a

system with two couplings λ1,2. [from Álvarez-Gaumé

and Vázquez-Mozo, hep-th/0510040]

• If the flow takes it back to the orig-

inal fixed point, O (and its asso-

ciated coupling δg) is called irrel-

evant.

• If the flow takes it away from the

original fixed point, O is called a

relevant perturbation of H?.

• The new H might also be a fixed

point, at least to this order in δg.

Such a coupling (and the associated

operator O) is called marginal. If

the new H really is a new fixed point, not just to leading order in δg, then O
is called exactly marginal. Usually it goes one way or the other and is called

marginally relevant or marginally irrelevant.

Note the infrared-centric terminology.

Comment on Universality: The Ising model is a model of many microscopically-

different-looking systems. It can be a model of spins like we imagined above. Or it

could be a model of a lattice gas – we say spin up at site i indicates the presence of a

gas molecule there, and spin down represents its absence. These different models will

naturally have different microscopic interactions. But there will only be so many fixed

points of the flow in the space of Hamiltonians on this system of 2-valued variables.

This idea of the paucity of fixed points underlies Kadanoff and Wilson’s explanation of
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the experimental phenomenon of universality: the same critical exponents arise from

very different-seeming systems (e.g. the Curie point of a magnet and the liquid-gas

critical point).

The basic point is that there is a scale-invariant field theory (often a conformal

field theory) that describes the intrinsic properties of the critical point; the critical

exponents are dimensions of operators in this field theory.

3.2 Wilsonian perspective on renormalization

[Zee, §VI.8 (page 362 of 2d Ed.), Peskin §12.1]

Consider the φ4 theory in Euclidean

space, with negative m2 (and no φk terms

with odd k). This potential has two min-

ima and a Z2 symmetry that interchanges

them, φ → −φ. If we squint at a con-

figuration of φ, we can label regions of

space by the sign of φ (as in the figure

at right). The kinetic term for φ will

make nearby regions want to agree, just

like the J
∑
〈ij〉 σiσj term in the ferromag-

netic Ising model (J > 0). The potential

term discourages values of φ other than

the two minima. So the critical point described by taking m2 near zero is plausibly the

same as the one obtained from the usual Ising model on a lattice.9.

We will study the integral

ZΛ ≡
∫

Λ

[Dφ]e−
∫
dDxL(φ). (3.6)

Here the specification
∫

Λ
says that we integrate over field configurations φ(x) =

∫
d̄Dkeikxφk

such that φk = 0 for |k| ≡
√∑D

i=1 k
2
i > Λ. Think of 2π/Λ as the lattice spacing10 –

there just aren’t modes of shorter wavelength. We are using (again) a cutoff on the

euclidean momenta k2
E ≤ Λ2.

We want to understand (3.6) by a coarse-graining procedure, a continuum analog

of blocking. It will be just like our discussion in §1, except instead of just two modes,

9 For a more sophisticated argument for this equivalence, see pages 7-9 of Polyakov, Gauge Fields

and Strings.
10This cutoff on momenta is not precisely the same as the effects of a lattice; with a lattice, the

momentum space is periodic: eikxn = eik(na) = ei(k+ 2π
a )(na) for n ∈ Z. Morally it is the same.
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we’ll do it for the whole field theory. But the idea is the same: do the integral over the

high-energy modes first, for the reasons described in §1.

Break up the configurations into pieces:

φ(x) =

∫
d̄keikxφk ≡ φ< + φ> .

Here φ< has nonzero Fourier components only for

|k| ≤ Λ−δΛ and φ> has nonzero Fourier components

only for Λ − δΛ ≤ |k| ≤ Λ. Zee calls the two parts

‘smooth’ and ‘wiggly’. They could also be called

‘slow’ and ‘fast’ or ‘light’ and ‘heavy’.
We want to do the integral over the heavy/wiggly/fast modes to develop an effective

action for the light/smooth/slow modes:

ZΛ =

∫
Λ−δΛ

[Dφ<]e−
∫
dDxL(φ<)

∫
[Dφ>]e−

∫
dDxL1(φ<,φ>)

where L1 contains all the dependence on φ> (and no other terms).

These integrals are hard to actually do, except in a gaussian theory. But we don’t

need to do them to understand the form of the result. First give it a name:

e−
∫
dDxδL(φ<) ≡

∫
[Dφ>]e−

∫
dDxL1(φ<,φ>) (3.7)

so once we’ve done the integral we’ll find

ZΛ =

∫
Λ−δΛ

[Dφ<]e−
∫
dDx(L(φ<)+δL(φ<)) . (3.8)

To get a feeling for the form of δL (and because there is little reason not to) consider

the more general Lagrangian

L =
1

2
(∂φ)2 +

∑
n

gnφ
n + ... (3.9)

where we include all possible terms consistent with the symmetries (rotation invariance,

maybe φ→ −φ...). Then we can find an explicit expression for L1:∫
dDxL1(φ<, φ>) =

∫
dDx

(
1

2
(∂φ>)2 +

1

2
m2 (φ>)

2
+ ...

)
(I write the integral so that I can ignore terms that integrate to zero such as ∂φ<∂φ>.)

This is the action for a scalar field φ> interacting with itself and with a (slowly-varying)

background field φ<. But what can the result δL be but something of the form (3.9)
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again, with different coefficients? The result is to shift the couplings gn → gn + δgn.

(This includes the coefficient of the kinetic term and also of the higher-derivative terms

which are hidden in the ... in (3.9). You will see in a moment the logic behind which

terms I hid.)

Finally, so that we can compare steps of the procedure to each other, we rescale our

rulers. We’d like to change units so that the new
∫

Λ−δΛ is a
∫

Λ
with different couplings.

We accomplish this by defining

Λ− δΛ ≡ Λ/s, s > 1.

In
∫

Λ−δΛ, we integrate over fields with |k| < Λ/s. Change

variables: k = k′/s so now |k′| < Λ. So x = x′s, ∂′ ≡
∂/∂x′ = s∂x and wavefunctions are preserved eikx = eik′x′ .

Λ

Λ/s

k

Plug this into the action∫
dDxLeff(φ<) =

∫
dDx′sD

(
1

2
s−2 (∂′φ<)

2
+
∑
n

(gn + δgn) (φ<)
n

+ ...

)

We can make this look like L again by rescaling the field variable: sD−2 (∂′φ<)2 ≡
(∂′φ′)2 (i.e. φ′ ≡ s

1
2

(D−2)φ<):∫
dDxLeff(φ<) =

∫
dDx′

(
1

2
(∂′φ′)

2
+
∑
n

(gn + δgn) sD−
n(D−2)

2 (φ′)n + ...

)

So the end result is that integrating out a momentum shell of thickness δΛ ≡
(1− 1/s)Λ results in a change of the couplings to

g′n = s−
n(D−2)

2
+D (gn + δgn) .

This procedure produces a flow on the space of actions.

Ignore the interaction corrections, δgn, for a moment. Then, since s > 1, the

couplings with n(D−2)
2
−D > 0 get smaller and smaller as we integrate out more shells.

If we are interested in only the longest-wavelength modes, we can ignore these terms.

They are irrelevant. Couplings (‘operators’) with n(D−2)
2
− D < 0 get bigger and are

relevant.

The mass term has n = 2 and (m′)2 = s2m2 is always relevant for any D <∞. So

far, the counting is the same as our naive dimensional analysis. That’s because we left

out the δL term! This term can make an important difference, even in perturbation
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theory, for the fate of marginal operators (such as φ4 in D = 4), where the would-be-big

tree-level term is agnostic about whether they grow or shrink in the IR.

Notice that starting from (3.6) we are assuming that the system has a rotation

invariance in euclidean momentum. If one of those euclidean directions is time, this

follows from Lorentz invariance. This simplifies the discussion. But for non-relativistic

systems, it is often necessary to scale time differently from space. The relative scaling

z in ~x′ = ~x/s, t′ = s−zt is called the dynamical critical exponent.

The definition of the beta function and of a fixed point theory are just as in the

first lecture of last quarter.

If we do pick an example of an interaction with which to perturb the gaussian fixed

point, we will indeed find other fixed points. An important family of such fixed points

can be controlled by studying the theory in D = 4− ε dimensions, just as in dim reg.

For the case of a single scalar with an Ising (φ → −φ) symmetry that we’ve been

discussing, the beta function for the quartic term takes the form11

βλ ≡ −s∂sλ(s) = ελ− aλ2 +O(λ4) (3.10)

with a > 0 a pure number, which has a zero at λ = ε/a, which is small when ε is small,

and hence the perturbative calculation that led to it is self-consistent. The calculation

of β can be done by explicitly integrating out momentum shells using Wick’s theorem,

but in practice is most easily done by the methods we learned earlier – the answer is

the same as we’ll see below.
This fixed point that we find in pertur-

bation theory is called the Wilson-Fisher

fixed point, and is under perturbative con-

trol when ε is small. It has a single relevant

perturbation preserving the φ → −φ sym-

metry, which is the mass term, and so we

expect to reach it by tuning a single param-

eter. This fixed point gives a good descrip-

tion of the critical point of Ising magnets.

The rates at which the couplings leave and

enter the fixed point determine the critical

exponents.

Bani

BBm%Bgg%

[End of Lecture 5]

11Here I am using the morally correct convention for the sign of the beta function (not the one in

the high energy literature), where β points toward the IR.
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The generalization to systems with an O(N) symmetry is obtained by adding an

N -valued index to the scalar field. In the next subsection we will discuss the explicit

calculation for general N .

3.3 The Wilson-Fisher fixed point

[Kardar, Fields, §5.5, 5.6; R. Shankar, Rev. Mod. Phys. 66 (1994) 129] We’ll show

that it’s not actually necessary to ever do any momentum integrals to derive the RG

equations.

Consider N -component scalar fields in D dimensions, with O(N) symmetry. We

can define this model, for example, on a Euclidean lattice, by an action of the form

S[φa] =
1

2

N∑
a=1

∑
n,i

(φa(n)− φa(n+ i))2 +
∑
n

r0

∑
a

φa(n)2 + u0

(∑
a

φa(n)2

)2
 .

(3.11)

Here n labels sites of some (e.g. hypercubic) lattice and i labels the (8 in the 4d hy-

percubic case) links connecting neighboring sites. We’ll call the lattice spacing 2π/Λ1.

In terms of Fourier modes, this is

S[φa] = −
∫
|k|<Λ0

d̄Dkφa(k)J(k)φa(k) + Sint .

For the hyper-cubic lattice, we get (the second step is Taylor expansion)

J(k) = 2

(
D∑
µ=1

(cos akµ − 1)

)
ka�1'

∑
µ

(
a2k2

µ +
a4

4 · 3k
4
µ...

)
.

The energy function J(k) only has the discrete rotation symmetries of the lattice (90◦

rotations for the hypercubic lattice). But the leading term at small wavenumber has

full rotation invariance; in position space, this term is a2∂µφ
a∂µφa. The next term∫

d̄Dk a4k4|φk|2 =
∫
dDx a4φa

∑
µ ∂

4
µφ

a, which breaks the rotation group to a discrete

subgroup, is irrelevant by the counting we did above:
∫
dDx∂4φ2 ∼ sD−4−2D−2

2 = s−2.

This means that rotation invariance emerges on its own. 12

The path integral is defined by

Z ≡
∫

[dφa]|k|<Λ0︸ ︷︷ ︸
≡
∏
|k|<Λ0,a

dφa(k)

e−S[φa] . (3.12)

12Confession: the restriction on the momenta in the exact lattice model should be to a fundamental

domain for the identification kµ ≡ kµ + Λµ1 ; I am going to replace this right away with a rotation-

invariant cutoff on the magnitude k2 ≡ kµkµ ≤ Λ0 of the euclidean momentum. This is an unimportant

lie for our purposes.
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The O(N) symmetry acts by φa → Ra
bφ

b, with RtR = 1N×N . We will perturb about

the Gaussian fixed point with (Euclidean) action

S0[φ] =

∫ Λ

0

d̄Dk φa(k)φa(−k)︸ ︷︷ ︸
≡|φ|2(k)

1

2

(
r0 + r2k

2
)
. (3.13)

The coefficient r2 of the kinetic term is a book-keeping device that we may set to 1 if

we choose.

With u0 = 0, this is a bunch of gaussian integrals, and everything can be computed

by Wick from the two-point function:〈
φa>(q1)φb>(q2)

〉
0,>

=
δab/δ(q1 + q2)

r0 + q2
1r2

. (3.14)

I’ve defined /δ(q) ≡ (2π)DδD(q). Notice that we are going to keep the mass perturbation

r0 in the discussion. (I’ve written φ> here in anticipation of the fact that we are going

to integrate only the fast modes at each RG step.)

Although this gaussian model is trivial, we can still do the RG to it. (We will turn

on the interactions in a moment.) To review, an RG step has three ingredients:

1. Integrate out the fast modes, i.e. φ>, with |k| ∈ (Λ− δΛ,Λ). I will call Λ− δΛ ≡
Λ/s, and s > 1, we will regard s as close to 1: s− 1� 1.

Z =

∫ ∏
0≤|k|≤Λ/s

dφ<(k)


∫ ∏

Λ/s≤|k|≤Λ

dφ>(k)e

−

S0[φ<] + S0[φ>]︸ ︷︷ ︸
quadratic

+ Sint[φ
<, φ>]︸ ︷︷ ︸

mixes fast and slow




=

∫
[dφ<]e−S0[φ<]

〈
e−Sint[φ

<,φ>]
〉

0,>︸ ︷︷ ︸
average over φ>, with gaussian measure

Z0,> =

∫
[dφ<]e−S̃[φ<] . (3.15)

The factor of Z0,> is independent of φ< and can be ignored.

2. Rescale momenta so that we may compare successive steps: k̃ ≡ sk lies in the

same interval as we started with |k̃| ∈ (0,Λ).

3. Are the actions s(φ) = rφ2 + uφ4 and s̃(ψ) = 4rψ2 + 16uψ4 different? No: let

2ψ ≡ φ. We can rescale the field variable at each step:

φ̃(k̃) ≡ ζ−1φ<(k̃/s).

We will choose the ‘wavefunction renormalization’ factor ζ so that the kinetic

terms are fixed.
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RG for free field. If Sint = 0, and r0 = 0, then (3.15) gives

2S̃[φ<] =

∫
|k|<Λ/s

d̄Dkφa<(k)k2φa<(k)
steps 2 and 3

= s−D−2ζ2

∫
|k̃|<Λ

φ̃a(k̃)k̃2φ̃a(k̃) d̄Dk̃ .

With ζ ≡ s
D+2

2 , the Gaussian action is a fixed point of the RG step:

S̃[φ̃] = S[φ] = S?.

Warning: the field φ(k) is the Fourier transform of the field φ(x) that we considered

above. They are different by an integral over space or momenta: φ(x) =
∫

d̄Dkφ(k)eikx.

So they scale differently. The result that ζ = s
D+2

2 is perfectly consistent with our

earlier result that φ(x) scales like s
2−D

2 .

Now we consider perturbations of this fixed point. We’ll only study those that

preserve the O(N) symmetry. We can order them by their degree in φ. The first

nontrivial case preserving the symmetry is

δS2[φ] =

∫
|k|<Λ

d̄Dkφa(k)φa(k)r(k)/2 .

Here r(k) is a coupling function. If its position-space representation is local, it has a

nice Taylor expansion about k = 0:

r(k) = r0︸︷︷︸
≡m2

0

+k2r2 + ...

(I also assumed rotation invariance.) The same manipulation as above gives

2δ̃S2[φ̃(k̃)] = s−D+D+2
2

2=2

∫
|k̃|<Λ

φ̃a(k̃)r̃(k̃)φ̃a(k̃) d̄Dk̃

with r̃(k̃) = s2r(k̃/s), so that

r̃0 = s2r0︸ ︷︷ ︸
relevant

, r̃2 = s0r2︸ ︷︷ ︸
marginal by design

, r̃4 = s−2r4︸ ︷︷ ︸
irrelevant

...

This is taken care of by our Gaussian action.

Next we will consider the quartic perturbation, which will couple fast and slow

modes. A tool at our disposal is the cumulant expansion, aka the exponentiation of

the disconnected diagrams: 〈
e−Ω
〉

= e−〈Ω〉+
1
2(〈Ω2〉−〈Ω〉2)+... (3.16)
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We break up our fields into slow and fast, and integrate out the fast modes:

ZΛ =

∫
[Dφ<]e

−
∫ Λ/s
0 d̄Dk|φ<(k)|2

(
r0+r2k

2

2

)
Z0,>

〈
e−U [φ<,φ>]

〉
0,>

.

Again the 〈...〉0,> means averaging over the fast modes with their Gaussian measure, and

Z0,> is an irrelevant normalization factor, independent of the objects of our fascination,

the slow modes φ<. I’ve written |φ(k)|2 ≡∑N
a φ

a(k)φa(−k). The cumulant expansion

gives

log
〈
e−U
〉

0,>
= −〈U〉0,>︸ ︷︷ ︸

1

+
1

2

(〈
U2
〉

0,>
− 〈U〉20,>

)
︸ ︷︷ ︸

2

1 = 〈U [φ<, φ>]〉0,> = u0

∫ 4∏
i=1

d̄Dki/δ(
∑
i

ki)

〈
4∏
i

(φ< + φ>)i

〉
0,>

Diagramatically, these 24 = 16 terms decompose as in Fig. 5.

The interesting terms are

13 = −u0 2︸︷︷︸
symmetry

N︸︷︷︸
=δaa

∫ Λ/s

0

d̄Dk|φ<(k)|2
∫ Λ

Λ/s

d̄Dq
1

r0 + r2q2

14 =
4 · 1
2 ·N 13,

the latter of which has a bigger symmetry factor but no closed flavor index loop. The

result through O(u) is then

r0 → r0 + δr0 = r0 + 4u0(N + 2)

∫ Λ

Λ/s

d̄Dq
1

r0 + r2q2
+O(u2

0) .

r2 and u are unchanged. RG step ingredients 2 (rescaling: q̃ ≡ sq) and 3 (renormalizing:

φ̃ ≡ ζ−1φ<) allow us to restore the original action; we can choose ζ = s1+D/2 to keep

r̃2 = r2.

The second-order-in-u0 terms are displayed in Fig. 6. The interesting part of the

second order bit

2 =
1

2

〈
U [φ<, φ>]2

〉
0,>,connected

is the correction to U [φ<]. There are less interesting bits which are zero or constant

or two-loop corrections to the quadratic term. The correction to the quartic term at

2nd order is

δ2S4[φ<] = u2
0(4N + 32)

∫ Λ/s

0

4∏
i

(
d̄Dkiφ<(ki)

)
/δ(
∑

ki)f(k1 + k2)
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Figure 5: 1st order corrections from the quartic perturbation of the Gaussian fixed point of the

O(N) model. Wiggly lines denote propagation of fast modes φ>, straight lines denote (external) slow

modes φ<. A further refinement of the notation is that we split apart the 4-point vertex to indicate

how the flavor indices are contracted; the dotted line denotes a direction in which no flavor flows,

i.e. it represents a coupling between the two flavor singlets, φaφa and φbφb. The numbers at left are

multiplicities with which these diagrams appear. (The relative factor of 2 between 13 and 14 can be

understood as arising from the fact that 13 has a symmetry that exchanges the fast lines but not the

slow lines, while 14 does not.) Notice that closed loops of the wiggly lines represent factors of N , since

we must sum over which flavor is propagating in the loop – the flavor of a field running in a closed

loop is not determined by the external lines, just like the momentum.

with

f(k1+k2) =

∫
d̄Dq

1

(r0 + r2q2)(r0 + r2(k1 + k2 − q)2)
'
∫

d̄Dq
1

(r0 + r2q2)2
(1 +O(k1 + k2))

– the bits that depend on the external momenta give irrelevant derivative corrections,

like φ2
<∂

2φ2
< . We ignore them.

The full result through O(u2
0) is then the original action, with the parameter re-
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+

Figure 6: 2nd order corrections from the quartic perturbation of the Gaussian fixed point of the O(N)

model. The left column of diagrams are corrections to the quartic interaction, and the right column

correct quadratic terms. In fact the top right diagram is independent of the external momentum and

hence only corrects r0; the bottom right diagram (that looks like a sheep) also corrects the kinetic

term (along with one more I didn’t draw which differs in how the flavor indices are contracted).

Notice that the diagram at right has two closed flavor loops, and hence goes like N2, and it comes with

two powers of u0. You can convince yourself by drawing some diagrams that this pattern continues

at higher orders. If you wanted to define a model with large N you should therefore consider taking

a limit where N → ∞, u0 → 0, holding u0N fixed. The quantity u0N is often called the ’t Hooft

coupling.

placement r2

r0

u0

 7→
r̃2

r̃0

ũ0

 =

s−D−2ζ2(r2 + δr2)

s−Dζ2(r0 + δr0)

s−3Dζ4 (u0 + δu0)

+O(u3
0).

The shifts are: 
δr2 = u2

0
∂2
kA(0)

r2

δr0 = 4u0(N + 2)
∫ Λ

Λ/s
d̄Dq 1

r0+r2q2 − A(0)u2
0

δu0 = −1
2
u2

0(8N + 64)
∫ Λ

Λ/s
d̄Dq 1

(r0+r2q2)2

.

Here A is the two-loop φ2 correction that we didn’t compute (it contains the leading

contribution to the wavefunction renormalization, A(k) = A(0) + 1
2
k2∂2

kA(0) + ...). We

can choose to keep r̃2 = r2 by setting

ζ2 =
sD+2

1 + u2
0∂

2
kA(0)/r2

= sD+2
(
1 +O(u2

0)
)
.

Now let’s make the RG step infinitesimal:

s = e` ' 1 + `
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{
dr0
d`

= 2r0 + 4(N+2)KDΛD

r0+r2Λ2 u0 − Au2
0 +O(u3

0)
du0

d`
= (4−D)u0 − 4(N+8)KDΛD

(r0+r2Λ2)2 u2
0 +O(u3

0)
(3.17)

I defined KD ≡ ΩD−1

(2π)D
.

To see how the previous thing arises, and how the integrals all went away, let’s

consider just the O(u0) correction to the mass:

r̃0 = r0 + `
dr0

d`
= s2

(
r0 + 4u(N + 2)

∫ Λ

Λ/s

d̄Dq

r0 + r2q2
+O(u2

0)

)
= (1 + 2`)

(
r0 + 4u0(N + 2)

ΩD−1

(2π)D
ΛD 1

r0 + r2Λ2
`+O(u2

0)

)
=

(
2r0 +

4u0(N + 2)

r0 + r2Λ2
KDΛD

)
`+O(u2

0). (3.18)

where everything is up to O (`2) terms.

Now we are home. The phase diagram for the O(N) model is in Fig. 7. (3.17) has

two fixed points. One is the free fixed point at the origin where nothing happens. The

other (Wilson-Fisher) fixed point is at{
r?0 = −2u?0(N+2)KDΛD

r?0+r2Λ2

D=4−ε
= −1

2
N+2
N+8

r2Λ2ε+O(ε2)

u?0 = (r?+r2Λ2)2

4(N+8)KDΛD
ε

D=4−ε
= 1

4

r2
2

(N+8)K4
ε+O(ε2)

which is at positive u?0 if ε > 0. In the second step we keep only leading order in

ε = 4−D, in anticipation of the fact that u? ∼ ε, so that ε2 ∼ u2
0 is of the same order

as terms we ignored.

[End of Lecture 6]

Important lessons.

• Elimination of modes does not introduce new singularities into the couplings. At

each step of the RG, we integrate out a finite-width shell in momentum space –

we are doing integrals that are convergent in the infrared and ultraviolet.

• The RG plays nicely with symmetries. In particular any symmetry of the regu-

lated model is a symmetry of the long-wavelength effective action.13

13The extra qualifier about the regulated model is important because some symmetries of contin-

uum classical field theories cannot be realized as symmetries of well-defined quantum field theories,

i.e. anomalies exist. It is also possible that no degrees of freedom in the IR theory transform under

(some part of) a symmetry.
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• Some people conclude from the field theory calculation of the φ4 beta function

that φ4 theory “does not exist” or “is trivial”, in the sense that if we demand that

this description is valid up to arbitrarily short distances, we would need to pick

λ(Λ =∞) =∞ in order to get a finite interaction strength at long wavelengths.

You can now see that this is a ridiculous conclusion. Obviously the theory exists

in a useful sense. It can easily be defined at short distances (for example) in terms

of the lattice model we mentioned at the beginning of this subsection. Similar

statements apply to QED.

• The corrections to the mass of the scalar field are of order of the cutoff. This

makes it hard to understand how you could arrive in the IR and find that an

interacting scalar field has a mass that is much smaller than the cutoff. Yet,

there seems to be a Higgs boson with m ' 125 GeV, and no cutoff on the

Standard Model in sight. This is a mystery.

• As Tony Zee says, a more accurate (if less catchy) name than ‘renormalization

group’ for what we’ve just described would be ‘the trick of doing the path integral

a little at a time’.

• The term ‘renormalization group’ is actually used for many rather different things

in physics. The Wilsonian framework I’ve just described makes no reference to

perturbation theory (so far) and is extremely general. In high energy physics, the

term is often used much more narrowly as a procedure for summing logarithms

in perturbation theory, like we did last quarter.

Critical exponents. Now we follow useful strategies for dynamical systems and

linearize (3.17) near the W-F fixed point:

d

d`

(
δr0

δu0

)
= M?

(
δr0

δu0

)
(3.19)

The matrix M? is a 2x2 matrix whose eigensystem describes the flows near the fixed

point. For the Wilson-Fisher fixed point, it looks like

M? =

(
2− N+2

N+8
ε ...

O(ε2) −ε

)
.

Its eigenvalues (which don’t care about the off-diagonal terms because the lower left

entry is O(ε2) are

yr = 2− N + 2

N + 8
ε+O(ε2) > 0
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which determines the instability of the fixed point and

yu = −ε+O(ε2) < 0 for D < 4

which is a stable direction. An implicit claim I am making here is that if we included

any of the other possible operators (like φ6 or ~∇2φ~∇2φ) in our action, and therefore had

a bigger K×K matrix M? associated to K possible couplings, all the other eigenvalues

would be negative – i.e. all the other operators are irrelevant at the fixed point.

We now turn to the correlation length exponent, ν. Recall that the correlation

length is the length scale above which the relevant perturbation gets big and

cuts off the critical fluctuations of the fixed point. As the actual fixed point

is approached, this happens at longer and longer scales: ξ diverges at a rate

determined by the exponent ν.

We can proceed as follows. First we relate the scaling of the correlation length to

the scaling behavior of the relevant perturbation that takes us away from from

the fixed point. The latter we will evaluate subsequently in our example. (The

way we did this in §3.3 is easier, but I promise this will be instructive.)

Suppose we begin our RG procedure with a perturbation of a fixed-point Hamil-

tonian by a relevant operator O:

H(ξ1) = H? + δ1O .

Under a step of the RG, ξ1 → s−1ξ1, δ1 → s∆δ1, where I have defined ∆ to be the

scaling dimension of the operator O. Then after N steps, δ = sN∆δ1, ξ = s−Nξ1.

Eliminating sN from these equations we get the relation

ξ = ξ1

(
δ

δ1

)− 1
∆

(3.20)

which is the definition of the correlation length exponent ν, and we conclude

that ν = 1
∆

.

So yr determines the correlation length exponent, ν. Its eigenvector is

(
δr0

0

)
to

O(ε2). This makes sense: r0 is the relevant coupling that must be tuned to stay at

the critical point, and the correlation length exponent ν answers the question: how

does the correlation length scale with our deviation from the critical point δr0(0)? The

correlation length can be found as follows (see also the discussion around Eq. (3.20)).

ξ is the value of s = s1 at which the relevant operator has turned on by an order-1

amount, i.e. by setting ξ ∼ s1 when 1 ∼ δr0(s1). According to the linearized RG
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equation, close to the fixed point, we have δr0(s) = syrδr0(0). Therefore

1 = ξyrδr0(0), ξ = (δr0(0))−ν .

This last equality is the definition of the correlation length exponent, ν. Therefore

ν =
1

yr
=

(
2

(
1− 1

2

N + 2

N + 8
ε

))−1

+O(ε2) ' 1

2

(
1 +

N + 2

2(N + 8)
ε

)
+O(ε2).

The remarkable success of setting ε = 1 in this expansion to get answers for D = 3

does not really have a good explanation. There is a sense in which the WF fixed point

really is close to the Gaussian fixed point. See the references for more details on this;

for refinements of this estimate, see Zinn-Justin’s book.

Figure 7: The φ4 phase diagram. If r0(` = ∞) > 0, the effective potential for the uniform ‘magne-

tization’ has a minimum at the origin; this is the disordered phase, where there is no magnetization.

If r0(` =∞) = V ′′eff < 0, the effective potential has minima away from the origin, and the groundstate

breaks the symmetry (here φ→ eiθφ); this is the ordered phase.

The W-F fixed point describes a continuous phase transition between ordered and

disordered phases. An external variable (roughly r0) must be tuned to reach the phase
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transition. A physical realization of this is the following: think of our euclidean path

integral as a thermal partition function at temperature 1/β:

Z =

∫
[Dφ]e−βH[φ] ;

here we are integrating over thermal fluctuations of classical fields. (Various special

cases have special names: N = 1 is the Ising model, the case with O(2) symmetry is

called the XY model.) WLOG, we can choose normalize our fields so that the coefficient

β determines r0. The critical value of r0 then realizes the critical temperature at

which this system goes from a high-temperature disordered phase to a low-temperature

ordered phase. For this kind of application, D ≤ 3 is most interesting physically. We

will see that the ε expansion about D = 4 is nevertheless quite useful.

You could ask me what it means for the number of dimensions D to be not an

integer. One correct answer is that we have constructed various well-defined functions

of continuous D simply by keeping D arbitrary; basically all we need to know is the

volume of a D-sphere for continuous D (essentially, one of the dim reg axioms). An

also-correct answer that some people (e.g. me) find more satisfying is is the following.

Suppose we can define our QFT by a discrete model, defined on a discretized space (like

in (3.11)). Then we can also put the model on a graph whose fractal dimension is not an

integer. Evidence that this is a physical realization of QFT in non-integer dimensions

is given in [Gefen-Meir-Mandelbrot-Aharony] and [Gefen-Mandelbrot-Aharony]. Some

subtle and interesting issues about uniqueness and unitarity of the field theories so

defined are raised here and here.

3.4 Comparison with renormalization by counterterms

Is this procedure the same as ‘renormalization’ in the high-energy physics sense of

sweeping divergences under the rug of bare couplings? Let me answer this in the case

N = 2 of the above calculation. Suppose we impose the renormalization condition

that Γ4(k4...k1) ≡ Γ(4321), the 1PI 4-point vertex, is cutoff independent. Its leading

contributions come from the diagrams:

+ (3.21)

(where now the diagrams denote amputated amplitudes, the arrows indicate flow of

scalar charge (since we’re studying the case with O(2) symmetry) and also momentum,
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and the integrals run over all momenta up to the cutoff). Clearly there is already a

big similarity. In more detail, this is

Γ(4321) = u0 − u2
0

∫ Λ

0

d̄Dk(
1

(k2 + r0)(|k + k3 − k1|2 + r0)
+

1

(k2 + r0)(|k + k4 − k1|2 + r0)
+

1

2

1

(k2 + r0)(| − k + k1 + k2|2 + r0)

)
And in particular, the bit that matters for the running of the coupling is

Γ(0000) = u0 − u2
0

5

32π2
log

Λ2

r0

+O(u3
0).

Demanding that this be independent of the cutoff Λ = e−`Λ0,

0 = ∂` (Γ(0000)) = −Λ
d

dΛ
Γ(0000)

gives

0 =
du0

d`
+

5

16π2
u2

0 +O(u3
0)

=⇒ βu0 = − 5

16π2
u2

0 +O(u3
0)

as before. (The bit that would come from ∂`u
2
0 in the second term is of order u3

0 and

so of the order of things we are already neglecting.)

I leave it to you to show that the flow for r0 that results from demanding that

〈φ(k)φ?(k)〉 have a pole at k2 = −m2 (with m independent of the cutoff) gives the

same flow we found above.

It is worth noting that although the continuum field theory perspective with coun-

terterms is less philosophically satisfying, it is often easier for actual calculations than

integrating momentum shells, mainly because we can use a convenient regulator like

dim reg.
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3.5 The operator product expansion and conformal perturba-

tion theory

[Cardy, chapter 5] Some of the information in the beta functions depends on our choice

of renormalization scheme and on our choice of regulator. Some of it does not: for

example, the topology of the fixed points, and the critical exponents associated with

them. Next we discuss a point of view which makes clear some of the data in the beta

functions is universal. It also gives a more general perspective on the epsilon expansion

and why it works. And it leads to the modern viewpoint on conformal field theory.

Operator product expansion (OPE). Suppose we want to understand a corre-

lation function of local operators like

〈φi(x1)φj(x2)Φ〉

where {Φ} is a collection of other local operators at locations {xl}; suppose that the

two operators we’ve picked out are closer to each other than to any of the others:

|x1 − x2| � |x1,2 − xl|, ∀l.

Then from the point of view of the collection Φ, φiφj looks like a single local operator.

But which one? Well, it looks like some sum over all of them:

〈φi(x1)φj(x2)Φ〉 =
∑
k

Cijk(x1 − x2) 〈φk(x1)Φ〉

where {φk} is some basis of local operators. By Taylor expanding we can move all the

space-dependence of the operators to one point, e.g.:

φ(x2) = e
(x2−x1)µ ∂

∂x
µ
1 φ(x1) = φ(x1) + (x2 − x1)µ∂µφ(x1) + · · · .

A shorthand for this collection of statements (for any Φ) is the OPE

φi(x1)φj(x2) ∼
∑
k

Cijk(x1 − x2)φk(x1) (3.22)

which is to be understood as an operator equation: true for all states, but only up to

collisions with other operator insertions (hence the ∼ rather than =).

This is an attractive concept, but is useless unless we can find a good basis of local

operators. At a fixed point of the RG, it becomes much more useful, because of scale

invariance. This means that we can organize our operators according to their scaling

dimension. Roughly it means two wonderful simplifications:
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• We can find a special basis of operators {Oi} where

〈φi(x)φj(0)〉? =
δij
r2∆i

(3.23)

(here, for the simple case of scalar operators) where ∆i is the scaling dimension

of φi. The ? indicates that this correlator is evaluated at the fixed point. (3.23)

defines the multiplicative normalizations of the φk. This basis is the same as the

operators multiplying eigenvectors of the scaling matrix M? in (3.19), and the

∆k are related to the eigenvalues (by yk = d−∆k).

Given (3.23), we can order the contributions to
∑

k in the OPE (3.22) by increas-

ing ∆k, which means smaller contributions to 〈φφΦ〉.

• Further, the form of Cijk is fixed up to a number. Again for scalar operators,

Oi(x1)Oj(x2) ∼
∑
k

cijk
|x1 − x2|∆i+∆j−∆k

Ok(x1) (3.24)

where cijk is now a set of pure numbers, the OPE coefficients (or structure con-

stants).

The structure constants cijk are universal data about the fixed point: they tran-

scend perturbation theory. How do I know this? Because they can be computed

from correlation functions of scaling operators at the fixed point: multiply the

BHS of (3.24) by Ok(x3) and take the expectation value at the fixed point:

〈Oi(x1)Oj(x2)Ok(x3)〉?
(3.24)
=

∑
k′

cijk′

|x1 − x2|∆i+∆j−∆k
〈Ok′(x1)Ok(x3)〉?

(3.23)
=

cijk
|x1 − x2|∆i+∆j−∆k

1

|x1 − x3|2∆k
(3.25)

(There is a better way to organize the RHS here, but let me not worry about

that here.) The point here is that by evaluating the LHS at the fixed point, with

some known positions x1,2,3, we can extract cijk.

Confession: I (and Cardy) have used a tiny little extra assumption of conformal

invariance to help constrain the situation here. It is difficult to have scale invariance

without conformal invariance, so this is not a big loss of generality. We can say more

about this later but for now it is a distraction.

[End of Lecture 7]

Conformal perturbation theory. Suppose we find a fixed point of the RG, H?.

(For example, it could be the gaussian fixed point of N scalar fields.) Let us study
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its neighborhood. (For example, we could seek out the nearby interacting Wilson-

Fisher fixed point in D < 4 in this way.) Let’s think about the equilibrium probability

distribution

ρ = e−H/Z

with Z = tre−H . Here we set the temperature equal to 1 and include it in the couplings,

so H is dimensionless. We can parametrize it as

H = H? +
∑
x

∑
i

gia
∆iOi(x) (3.26)

where a is the short distance cutoff (e.g. the lattice spacing), and Oi has dimensions of

length−∆i as you can check from (3.23). So gi are de-dimensionalized couplings which

we will treat as small and expand in14.

Then

ρ = Z?/Zρ?e
−
∑
x

∑
i gia

∆iOi(x)∑
x'

1

ad

∫
ddr

' Z?/Zρ?

(
1−

∑
i

gi

∫
Oi(x)

ddx

ad−∆i

+
1

2

∑
ij

gigj

∫
ddx1d

dx2

a2d−∆i−∆j
Oi(x1)Oj(x2)

− 1

3!

∑
ijk

gigjgk

∫ ∫ ∫ ∏3
a=1 d

dxa
a3d−∆i−∆j−∆k

Oi(x1)Oj(x2)Ok(x3) + ...

)

where ρ? ≡ e−H?/Z?. Comments:

• We used the fact that near the fixed point, the correlation length is much larger

than the lattice spacing to replace
∑

x ' 1
ad

∫
ddx.

• There is still a UV cutoff on all the integrals – the operators can’t get within a

lattice spacing of each other: |xi − xj| > a.

• The integrals over space are also IR divergent; we cut this off by putting the

whole story in a big box of size L. This is a physical size which should be

RG-independent.

• The structure of this expansion does not require the initial fixed point to be a

free fixed point; it merely requires us to be able to say something about the

correlation functions. As we will see, the OPE structure constants cijk are quite

enough to learn something.

14Don’t be put off by the word ‘conformal’ in the name ‘conformal perturbation theory’ – it just

means doing perturbation theory about a general fixed point, not necessarily the gaussian one.
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Now let’s do the RG dance. We’ll take the high-energy point of view here: while

preserving Z, we make an infinitesimal change of the cutoff,

a→ ba = (1 + `)a, 0 < δl� 1 .

The price for preserving Z is letting the couplings run gi = gi(b). Where does a appear?

(1) in the integration measure factors ad−∆i .

(2) in the cutoffs on
∫
dx1dx2 which enforce |x1 − x2| > a.

(3) not in the IR cutoff – L is fixed during the RG transformation, independent of b .

The leading-in-` effects of (1) and (2) are additive and so may be considered separately:

(1) g̃i = (1 + `)d−∆igi ' gi + (d−∆i)gi` ≡ gi + δ1gi

The effect of (2) first appears in the O(g2) term, the change in which is

(2)
∑
i,j

gigj

∫
|x1−x2|∈(a,a(1+`))

ddx1d
dx2

a2d−∆i−∆j
〈Oi(x1)Oj(x2)〉?︸ ︷︷ ︸

=
∑
k cijk|x1−x2|∆k−∆i−∆j 〈Ok〉?

= `
∑
ijk

gigjcijkΩd−1a
−2d+∆k

∫
〈Ok〉?

So this correction can be absorbed by a change in gk according to

δ2gk = −`1

2
Ωd−1

∑
ij

cijkgigj +O(g3)

where the O(g3) term comes from triple collisions which we haven’t considered here.

Therefore we arrive at the following expression for evolution of couplings: dg
d`

= (δ1g + δ2g) /`

dgk
d`

= (d−∆k)gk −
1

2
Ωd−1

∑
ij

cijkgigj +O(g3) . (3.27)

15 At g = 0, the linearized solution is dgk/gk = (d −∆k)d` =⇒ gk ∼ e(d−∆k)` which

translates our understanding of relevant and irrelevant at the initial fixed point in terms

of the scaling dimensions ∆k: gk is relevant if ∆k < d.

15 To make the preceding discussion we considered the partition function Z. If you look carefully

you will see that in fact it was not really necessary to take the expectation values 〈〉? to obtain the

result (3.27). Because the OPE is an operator equation, we can just consider the running of the

operator e−H and the calculation is identical. A reason you might consider doing this instead is that

expectation values of scaling operators on the plane actually vanish 〈Oi(x)〉? = 0. However, if we

consider the partition function in finite volume (say on a torus of side length L), then the expectation

values of scaling operators are not zero. You can check these statements explicitly for the normal-

ordered operators at the gaussian fixed point introduced below. Thanks to Sridip Pal for bringing

these issues to my attention.
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(3.27) says that to find the interaction bit of the beta function for gk, we look at

all the OPEs between operators in the perturbed hamiltonian (3.26) which produce gk
on the RHS.

Let’s reconsider the Ising model from this point of view:

H = −1

2

∑
x,x′

J(x− x′)S(x)S(x′)− h
∑
x

S(x)

' −1

2

∑
x,x′

J(x− x′)S(x)S(x′)− h
∑
x

S(x) + λ
∑
x

(
S(x)2 − 1

)2

'
∫
ddx

(
1

2

(
~∇φ
)2

+ r0a
−2φ2 + u0a

d−4φ4 + ha−1−d/2φ

)
(3.28)

In the first step I wrote a lattice model of spins S = ±1; in the second step I used

the freedom imparted by universality to relax the S = ±1 constraint, and replace it

with a potential which merely discourages other values of S; in the final step we took

a continuum limit.

In (3.28) I’ve temporarily included a Zeeman-field term hS which breaks the φ →
−φ symmetry. Setting it to zero it stays zero (i.e. it will not be generated by the RG)

because of the symmetry. This situation is called technically natural.

Now, consider for example as our starting fixed point the Gaussian fixed point, with

H?,0 =

∫
ddx

1

2

(
~∇φ
)2

.

Since this is quadratic in φ, all the correlation functions (and hence the OPEs, which

we’ll write below) are determined by Wick contractions using

〈φ(x1)φ(x2)〉?,0 =
N

|x1 − x2|d−2
.

It is convenient to rescale the couplings of the perturbing operators by gi → 2
Ωd−1

gi
to remove the annoying Ωd−1/2 factor from the beta function equation. Then the RG

equations (3.27) say 
dh
d`

= (1 + d/2)h−∑ij cijhgigj
dr0
d`

= 2r0 −
∑

ij cijr0gigj
du0

d`
= εu0 −

∑
ij ciju0gigj

So we just need to know a few numbers, which we can compute by doing Wick con-

tractions with free fields.

Algebra of scaling operators at the Gaussian fixed point. It is convenient

to choose a basis of normal-ordered operators, which are defined by subtracting out

63



their self-contractions. The self-contractions are annoying both because they are more

terms, and also because they are infinite. That is, let

On ≡: φn := φn − (self-contractions)

so that 〈: φn :〉 = 0, and specifically

O2 = φ2 −
〈
φ2
〉
, O4 = φ4 − 3

〈
φ2
〉
φ2 . (3.29)

Note that the contractions 〈φ2〉 discussed here are defined on the plane. They are in

fact quite UV sensitive and require some short-distance cutoff. When I write 〈φ2〉, you

can imagine that I am separating the locations of the two operators by some cutoff ε,

so 〈φ2〉 = 〈φ(ε)φ(0)〉 = ε2−d; the goal is to subtract off all the bits which are singular as

ε→ 0, and then take the limit. This amounts to a shift in couplings r0 → r0 +3u 〈φ2〉?.
To compute their OPEs, consider a correlator of the form above:

〈On(x1)Om(x2)Φ〉

We do wick contractions with the free propagator,

but the form of the propagator doesn’t matter for

the beta function, only the combinatorial factors.

If we can contract all the operators making up On
with those of Om, then what’s left looks like the

identity operator to Φ; that’s the leading term, if

it’s there, since the identity has dimension 0, the

lowest possible. More generally, some number of

φs will be left over and will need to be contracted

with bits of Φ to get a nonzero correlation func-

tion. For example, the contributions to O2 · O2 are depicted at right. In determining

the combinatoric factors, note that permuting the legs on the right does not change

anything, they are identical.

The part of the result we’ll need (if we set h = 0) can be written as (omitting the

implied factors of |x1 − x2|∆i+∆j−∆k necessary to restore dimensions):
O2O2 ∼ 21 + 4O2 +O4 + · · ·
O2O4 ∼ 12O2 + 8O4 + · · ·
O4O4 ∼ 241 + 96O2 + 72O4 + · · ·
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Notice that the symmetric operators (the ones we might add to the action preserving

the symmetry) form a closed subalgebra of the operator algebra.

At h = 0, the result is (the N = 1 case of the result in §3.3){
dr0
d`

= 2r0 − 4r2
0 − 2 · 12r0u0 − 96u2

0

du0

d`
= εu0 − r2

0 − 2 · 8r0u0 − 72u2
0

and so the (N = 1) WF fixed point occurs at u0 = u?0 = ε/72, r0 = O(ε2).

The difference in numerical numbers in the values of the fixed point couplings

relative to our previous calculation comes from our different parametrization (recall

that we shifted the definition of r when we switched to a basis of normal-ordered

operators in (3.29)) – that is not universal information. We can extract something

universal and independent of our choices as follows. Linearizing the RG flow about the

new fixed point,
dr0

d`
= 2r0 − 24u?0r0 + · · ·

gives
dr0

r0

= (2− 24

72
ε)d` =⇒ r0 ∼ e(2− 24

72
ε)` ≡

(
e`
) 1
ν

which gives ν = 1
2

+ 1
12
ε+O(ε2).

3.6 Comments on critical exponents

[Zinn-Justin, chapter 25, Peskin, chapter 12.5, Stone, chapter 16, Cardy, and the classic

Kogut-Wilson]

Recall that the Landau-Ginzburg mean field theory made a (wrong) prediction for

the critical exponents at the Ising transition:

〈M〉 ∼ (Tc − T )β for T < Tc, ξ ∼ (Tc − T )−ν

with βMFT = 1
2
, νMFT = 1

2
. This answer was wrong (e.g. for the Ising transition in

(euclidean) D = 3, which describes uniaxial magnets (spin is ±1) or the liquid-gas

critical point) because it simply ignored the effects of fluctuations of the modes of

nonzero wavelength, i.e. the δL bit in (3.8). I emphasize that these numbers are worth

getting right because they are universal – they are properties of a fixed point, which

are completely independent of any microscopic details.

Now that we have learned to include the effects of fluctuations at all length scales on

the long-wavelength physics, we can do better. We’ve done a calculation which includes
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fluctuations at the transition for an N -component magnet with an O(N) symmetry that

rotates them into each other. The answers had some interesting dependence on N . The

mean field theory prediction for the exponents is the same as for the Ising case (recall

that we also did the calculation for a magnetization field with an arbitrary number N

of components, and in fact the mean field theory prediction is independent of N ≥ 1).

In general there are many scaling relations between various critical exponents, which

can be understood beginning from the effective action, and were understood before

the correct calculation of the exponents. So not all of them are independent. For

illustration, we will briefly discuss two independent exponents.

Order parameter exponent, η. The simplest critical exponent to understand

from what we’ve done so far is η, the exponent associated with the anomalous dimension

of the field φ itself. (It is not the easiest to actually calculate, however.) This can be

defined in terms of the (momentum-space) amputated two-point function of φ (that is,

Γ2(p) = 1/G̃(p)) as

Γ2(p)
ξ−1�p�Λ'

( p
Λ

)2−η

where ξ is the correlation length and Λ is the UV cutoff. This looks a bit crazy – at

nonzero η, the full propagator has a weird power-law singularity instead of a 1
p2−m2 ,

and in position space it is a power law G2(x) ∼ 1
|x|D−2+η , instead of an exponential

decay. An example where all the details can be understood is the operator eiαX made

from the massless scalar field X in 1+1 dimensions (see the homework).

Γ2(p) is the 1PI momentum space 2-point vertex, i.e. the kinetic operator. We

can interpret a nonzero η as saying that the dimension of φ, which in the free theory

was ∆0 = 2−D
2

, has been modified by the interactions to ∆ = 2−D
2
− η/2. η/2 is the

anomalous dimension of φ. Quantum mechanics violates (naive) dimensional analysis;

it must, since it violates classical scale invariance. Of course (slightly more sophisti-

cated) dimensional analysis is still true – the extra length scale is the UV cutoff, or

some other scale involved in the renormalization procedure.

But how can this happen in perturbation theory? Consider physics near the gaus-

sian fixed point, where η must be small, in which case we can expand:

Γ2(p)
ξ−1�p�Λ,η�1'

( p
Λ

)2 (
e−η log(p/Λ)

)
=
( p

Λ

)2

(1− η log (p/Λ) + ...)

It comes from the wavefunction renormalization.

In the φ4 theory, η = 0 at one loop. The leading correction to η comes from

the ‘sunrise’ (or ‘eyeball’) diagram at right, at two loops. (I draw the φ> lines

in red and the φ< lines in black.) So in this model, η ∼ g2
? ∼ ε2.
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[Ma, Modern Theory of Critical Phenomena, p. 209] Tarun Grover gave me a hard

time for not emphasizing enough the fact that at the Wilson-Fisher fixed point, the

anomalous dimension of the order-parameter field is nonzero – it is not a free field. He

called it “the central result.” So here is another perspective on this calculation, which

allows us to get the actual value. It is an example where it is easier to study field

theory in real space, rather than momentum space.

Return to our expression for the correction to the effective action for the slow modes

from integrating out the fast modes from the cumulant expansion, (3.16). But now

write δS in position space:

δS[φ<] =
u0

4

〈∫
dDx|φ< + φ>|4(x)

〉
>,0

−(u0/4)2

2

〈∫
dDx|φ< + φ>|4(x)

∫
dDy|φ< + φ>|4(y)

〉
>,0,c

+...

where the subscript c indicates connected. We will look for terms in this expansion

that look like
∫
dDx∂φ2

<. The bit from the O(u0) term is of the form

= u0

∫
dxφ<(x)2G>(x− x)

and so doesn’t give a correction to the kinetic term, only to the mass, as expected.

The terms with two slow modes involve six fast modes, and have exactly the form

of the eyeball diagram above (but now interpreted as a position-space diagram)16:

δS[φ<] 3 = −n+ 2

2
u2

0

∫
dDx

∫
dDyφ<(x)G>(x− y)3φ<(y). (3.30)

Since the fast modes involve only small wavelengths, their propagator G> must be

short-ranged; therefore we can Taylor expand

φ<(y) = φ<(x) + ~r · ~∇φ<(x) +
1

2
(~r · ~∇)2φ<(x) + · · · , (3.31)

where r ≡ y − x. This gives

δS 3 −1

2
u2

0

∫
dDxφ<(x)

∫
dDyG>(r)3

 φ<(x)︸ ︷︷ ︸
mass correction

+ ~r · ~∇φ<(x)︸ ︷︷ ︸
vanishes by rotation symmetry

+
1

2
(~r · ~∇)2φ<(x) + · · ·

 .

(3.32)

16Although I drew the diagrams appropriate to the XY model, in this calculation, I have not been

careful about the numerical prefactor, which depends on the number of components n of the order

parameter field. This prefactor directly determines the numerical factor in η at the WF fixed point,

which is a universal constant of nature, like π or e, and therefore worth determining. It’s my factors

of two that you should watch out for.
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[End of Lecture 8]

So this last term is what we are looking for, and it takes the form (after an IBP)

+

∫
dDx r2 (∂φ<(x))

2
δZ

with

δZ = r−1
2

n+ 2

4
u2

0

∫
dDr

r2

D
G>(r)3 (3.33)

where we used rotation invariance:
∫
dDrrirjf(|r|) =

∫
dDr r

2δij

D
f(|r|).

Here we can evaluate G> directly in D = 4 (since the differences will be in the

O(ε3) slush):

r2G>(x− y) ≡
∫ Λ

Λ/b

d̄Dk
eik(x−y)

k2
(3.34)

=

∫ Λ

Λ/b

k4−1−2dk
Ω2

(2π)4

∫ 1

−1

dθ sin2 θeikr cos θ︸ ︷︷ ︸
=
πJ1(kr)
kr

(3.35)

=
Ω2

(2π)4

π

r

∫ Λ

Λ/b

dkJ1(kr) (3.36)

=
4π

(2π)4

π

r2
(J0(rΛ/b)− J0(rΛ)) =

1

4π2r2
(J0(rΛ/b)− J0(rΛ)) (3.37)

where Jn are Bessel functions. (Note that the RG parameter b here is what I called s

earlier, sorry .)

So we have

δZ = r−1
2

(n+ 2)u2
0

4D

(
1

4π

)3

Ω3

∫ ∞
0

drrD−1r2G>(r)3 (3.38)

D→4
= r−4

2

(n+ 2)u2
0

16

(
1

4π2

)3

2π2

∫ ∞
0

dr

r
(J0(rΛ/b)− J0(rΛ))3 (3.39)

= r−4
2

(n+ 2)u2
0

210π4

∫ ∞
0

dr
r

(J0(r/b)− J0(r ))3 (3.40)

where r ≡ rΛ and the cutoff dependence drops out.
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To find the dependence on b, again the crucial idea is that

the G>(r) is short-ranged; the BesselJ oscillates, but the en-

velope decays when its argument is of order a few. To get

the idea, treat J0(r ) ∼ θ(1− r ), J0(r/b) ∼ θ(b− r ), so

(4πr2G>(r ))3 = (J0(r/b)− J0(r ))3 ∼ θ(r − 1)θ(b− r )

and ∫ ∞
0

dr
r

(J0(r/b)− J0(r ))3 ∼
∫ b

1

dr
r

= ln b.

The oscillations give additive corrections to this answer, which are independent of

b17. Therefore, we find

δZ = r−4
2 cu2

0 ln b,

where c is a numerical number made of 2s and πs. The anomalous dimension of φ is

then η = ∂ln bδZ = cr−4
2 u2

0.

Universal scaling functions and critical exponents. [Cardy §3.5] Let’s find

the singular part of the free energy density f = − 1
N

logZ. Recall that we’ve set the

temperature to 1 by absorbing it into the couplings, so that the partition function is

Z = trse
−HK(s) = trs′e

−HK′ (s′) (3.43)

where the primes denote the result of some RG step, whereby the N sites are reduced to

N ′ = b−DN sites (blocks, b > 1). K and K ′ stand for the collection of couplings before

and after this transformation. In the course of this transformation, various factors in

the measure can be produced and the BHS of (3.43) are related by

e−Nf(K) = C(K)e−N
′f(K′) (3.44)

where C(K) is the garbage from the measure. The free energies before and after the

RG step are related by

f(K) = g(K) + b−Df(K ′) (3.45)

17Actually, Mathematica can do the integrals∫ ∞
0

dr
r

(J0(r/b)− J0(r )) = ln b (3.41)∫ ∞
0

dr
r

(J0(r/b)− J0(r ))
2

= ln b , (3.42)

and they both give exactly ln b, but it doesn’t like higher powers. The latter integral is the position

space expression for the diagrams which correct u0 at one loop, such as: .
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with g(K) = log(C(K))/N . The interesting, singular part of the free energy density

therefore satisfies the RG equation

fs(K) = b−Dfs(K
′). (3.46)

Let’s look at this equation for couplings near (but not at) the Wilson-Fisher fixed

point. Then it says

fs(h, δr, δu...) = b−Dfs(b
yhh, byrδr, byuδu, ...) (3.47)

= b−nDfs(b
nyhh, bnyrδr, bnyuδu, ...) (3.48)

as a function of the deviations from the WF fixed point in various directions (δh = h).

In the second step we iterated the transformation n times. Some of the couplings (the

relevant ones) are growing as n increases, and this will take us far from the fixed point.

So we should stop before that happens. Pick some arbitrary fixed small-enough value

r0 = |byrδr| at which to stop. Then, ignoring the irrelevant couplings (which includes

u for D < 4)

fs(h, δr) =

∣∣∣∣δrr0

∣∣∣∣D/yr fs(r0, h(δr/r0)−yh/yr) ≡
∣∣∣∣δrr0

∣∣∣∣D/yr Φ

(
h/h0

(δr/r0)yh/yt

)
. (3.49)

Looking at the LHS, you can see that this quantity is actually independent of r0. Φ(x)

is a universal scaling function, a whole function’s worth of universal data. In particular

it encodes much of the zoo of critical exponents, as follows.

The specific heat exponent α is determined by

cV ∼ ∂2
δrf |h=0 ∼ |δr|D/yr−2 ≡ |δr|−α. (3.50)

The spontaneous magnetization exponent β is determined by

M ∼ ∂hf |h=0 ∼ (−δr)D−yh/yr ≡ (−r)β. (3.51)

The susceptibility exponent γ is determined by

χ = ∂2
hf |h=0 ≡ |δr|−γ. (3.52)

The relation between magnetization and applied field defines δ:

M ∼ h1/δ, δ =
yh

D − yh
. (3.53)

Because they can be extracted from the scaling function, these exponents satisfy various

relations such as α + 2β + γ = 2, α + β(1 + δ) = 2.
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Logs at the upper critical dimension. In the above, we could set the irrelevant

perturbation δu = 0. At the upper critical dimension the story is different. [Cardy

§5.6] When D = 4, the RG equations are (here b = e`)

du

d`
= −72u2 + · · · (3.54)

dr

d`
= 2r − 24ur + · · · . (3.55)

The first equation says that u is marginally irrelevant – although classically u is

marginally, the quantum corrections (the u2 term) pushes it to zero in the IR. But

it does so quite slowly. Rather than an exponential behavior in `, we get a power

u(`) =
u(0)

1 + 72u(0)`
. (3.56)

Applying our RG equation for the singular part of the self-energy (3.47) to D = 4 we

have

fs(r, u) = e−D`fs(r(`), u(`)). (3.57)

We might be tempted to set u = 0 from the beginning, since it is irrelevant. But then

we would find that for r < 0, the world explodes, i.e. the field runs off to infinity. It is

therefore called a dangerously irrelevant variable. So we have to keep a small nonzero

value of u. As before, let’s choose some r0 not too big at which to stop the RG flow,

i.e. we pick ` = `0 such that r(`0) = r0. Therefore

fs(r, u(0)) = e−4`0fs(r0, u(`0)). (3.58)

This is the analog of the expression with the scaling function above.

We can find the relationship between r0 and `0 as follows. Using dr
d`
≡ βr, we have

ln
r0

r
=

∫ r0

r

dr′

r′
=

∫ `0

0

d`

rβr
=

∫ `0

0

d`

(
2− 24u(0)

1 + 72u(0)`

)
(3.59)

= 2`0 −
1

3
ln (1 + 72u(0)`0) . (3.60)

Then we can solve this equation for `0 iteratively:

`0 '
1

2
ln
r0

r
+

1

6
ln
(

1 + 36u(0) ln
r0

r

)
. (3.61)

If we pick r0 big enough, we can use mean field theory to find

fs(r0, u(`0)) ∼ r2
0

u(`0)
(3.62)
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– it’s just the saddle point value of r0φ
2 + u(`0)φ4.

Putting this into (3.58), we find

fs(r, u(0)) =
r2

u0

(
1 + 36u(0) ln

r0

r

)1/3

. (3.63)

It gives back the mean field answer when u(0)→ 0, but it includes some log corrections.

It implies that the heat capacity has the singular behavior

cV = ∂2
rfs ∼ | ln

r

r0

|1/3. (3.64)

Correlation length exponent, revisited. [Cardy pp. 49-51] Here is a better

way to think about the correlation length. At the critical point, the two-point function

of the order parameter G(x) ≡ 〈φ(x)φ(0)〉 is a power law in x, specified by η. Away

from the critical point, there is another scale, namely the size of the perturbation –

the deviation of the knob δ from its critical value, such as T − Tc. An RG equation

analogous to the one we wrote above for fs implies that G(x) takes the form

G(x) =
1

|x|D−2

(
1

|x|/a

)η
Φ
(
|x|δ1/∆

)
where the argument of the scaling function Φ is dimensionless. (I emphasized that

some length scale a, such as the lattice spacing, must make up the extra engineering

dimensions to allow for an anomalous dimension of the field at the critical point.)

When x � all other length scales, G(x) should decay exponentially, and the decay

length must then be ξ ∼ δ−
1
∆ which says ν = 1

∆
.

In the case of φ4 theory, r0 is the parameter that an experimentalist must carefully

tune to access the critical point (what I just called δ) – it is the coefficient of the

relevant operator O = |φ|2 which takes us away from the critical point; it plays the

role of T − Tc.
At the free fixed point the dimension of |φ|2 is just twice that of φ, and we get

ν−1 = ∆
(0)

|φ|2 = 2D−2
2

= D− 2. At the nontrivial fixed point, however, notice that |φ|2 is

a composite operator in an interacting field theory. In particular, its scaling dimension

is not just twice that of φ! This requires a bit of a digression.

3.7 Renormalization of composite operators and the Callan-

Symanzik equation

[Peskin §12.4] The Wilson-Fisher fixed point is an example of an interacting fixed

point, which we happen to be able to describe (for small ε) using the same variables

72



as the Gaussian theory. Perturbing the Wilson-Fisher fixed point by the mass term,

a seemingly-innocuous quadratic operator, is then no longer quite so innocent. In

particular, we must define what we mean by the operator |φ|2! This is necessary to un-

derstand the correlation-length critical exponent, the power with which the correlation

length diverges as we tune to the critical point.

One way to define it (from the counterterms point of view, now, following Peskin

and Zinn-Justin) is by adding an extra renormalization condition18. We can define

the normalization of the composite operator O(k) ≡ |φ|2(k) by the condition that its

(amputated) 3-point function gives

〈OΛ(k)φ(p)φ?(q)〉amputated = 1 at p2 = q2 = k2 = −Λ2 .

The subscript onOΛ(k) is to emphasize that its (multiplicative) normalization is defined

by a renormalization condition at scale (spacelike momentum) Λ. Just like for the

‘elementary fields’, we can define a wavefunction renormalization factor:

OΛ ≡ Z−1
O (Λ)O∞

where O∞ ≡ φ?φ is the bare product of fields.

(3.65)

We can represent the implementation of this prescription diagramatically. In the dia-

gram above, the double line is a new kind of thing – it represents the insertion of OΛ.

The vertex where it meets the two φ lines is not the 4-point vertex associated with the

interaction – two φs can turn into two φs even in the free theory. The one-loop, 1PI

correction to this correlator is (the second diagram on the RHS of the figure)19

(−λ)

∫ ∞
0

d̄D`
1

`2

1

(k + `)2
= −λ c

k4−D

18 Note that various factors differ from Peskin’s discussion in §12.4 because in this subsection, just

for fun, I am discussing a complex field φ 6= φ? (the case N = 2); this changes the symmetry factors

– for N = 1 there is an extra factor of 1
2 .

19At higher order in u0, the wavefunction renormalization of φ will also contribute to the renormal-

ization of |φ|2.

73



where, using dim reg, c =
Γ(2−D

2 )
(4π)2 , and we know the k dependence of the integral by

scaling.

Imposing the renormalization condition requires us to add a counterterm diagram

(part of the definition of |φ|2, indicated by the ⊗ in the diagrams above) which adds

Z−1
O (Λ)− 1 ≡ δ|φ|2 =

λc

Λ4−D .

We can infer the dimension of (the well-defined) |φ|2Λ by writing a renormalization

group equation for our 3-point function

G(2;1) ≡
〈
|φ|2Λ(k)φ(p)φ?(q)

〉
.

The resulting equation (3.67), named after Callan and Symanzik, is the demand that

physics is independent of choices we’ve made in the renormalization procedure, in par-

ticular, of the arbitrary scale Λ at which we imposed the renormalization condition20.

G is related to the correlation function of the bare fields by

G(2;1) = Z−1
|φ|2
√
Zφ
√
Zφ?

〈
|φ|2∞(k)φ0(p)φ?0(q)

〉
. (3.66)

The dependence on Λ is in the coupling λ, and in the renormalization factors Z. So:

0
!

= Λ
d

dΛ
G(n;1) =

(
Λ
∂

∂Λ
+ β(λ)

∂

∂λ
+ nγφ − γO

)
G(n;1) . (3.67)

γO ≡ Λ ∂
∂Λ

logZO(Λ) is the anomalous dimension of the operator O, roughly the

addition to its engineering dimension coming from the interactions (similarly γφ ≡
1
2
Λ ∂
∂Λ

logZφ(Λ)). In perturbation theory, our Green’s function takes the schematic

form

G = (tree diagrams + 1PI loop diagrams + counterterm + external leg corrections)

(3.68)

(as you can see in (3.65)). The explicit dependence on Λ is all in the counterterms.

For our example with n = 2 the anomalous dimension of |φ|2 is

γ|φ|2 = (4−D)
Γ(2−D/2)

16π2
λ
D→4
=

2λ

16π2
.

Here’s a good reason to care about the anomalous dimension, and which explains

the name. What happens we add the operator OΛ to the Lagrangian density:

L = L0 + Λdg−DgOΛ

20The same logic can be applied to correlation functions of only ‘elementary operators’. For that

discussion, see e.g. Peskin §12.2. The result is obtained just by leaving out the composite operators.

74



(where the factor of Λ is fixed by engineering dimensions so that g is dimensionless,

so dg = D − 2 in the case of φ2)? Let’s compute G = 〈φ1 · · ·φn〉 in this perturbed

theory. We can count the number of insertions of OΛ by counting powers of g and the

Callan-Symanzik equation for the n point function of φ becomes

0 =

Λ∂Λ + βλ(λ)∂λ + nγφ(λ) + (−γO + dg − 4)g∂g︸ ︷︷ ︸
=βO∂g

G . (3.69)

So the anomalous dimension of O determines how it runs when we use it to perturb the

action – it just gets added to its engineering dimension. What happened to dimensional

analysis? Well, renormalization required us to introduce a new scale in the problem

(in this case Λ), which doesn’t go away.

One final comment about defining and renormalizing composite operators: if there

are multiple operators with the same quantum numbers and the same scaling di-

mension, they will mix under renormalization. That is, in order to obtain cutoff-

independent correlators of these operators, their definition must be of the form

OiΛ =
(
Z−1(Λ)

)
ij
Oj∞

– there is a wavefunction renormalization matrix, and a matrix of anomalous dimensions

γij = −Λ∂Λ log
(
Z−1(Λ)

)
ij
.

‘Operator mixing’ is really just the statement that correlation functions like 〈OiOj〉
are nonzero.

Solution of the Callan-Symanzik equation. In the free theory, the Green’s

function of n φs (say in position space) satisfies (by dimensional analysis) the scaling

relation

Gn({sxi},m2) ≡ 〈φ(sx1) · · ·φ(sxn)〉S = sn(2−D)/2 〈φ′(x1) · · ·φ′(xn)〉S′ (3.70)

where

x ≡ sx′, φ(x) ≡ s
2−D

2 φ′(x′) (3.71)

and S ′ is the action with the mass replaced by m′ = sm. Notice that s > 1 takes us to

the IR, where m′ gets more important.

With interactions, we must also include a renormalization scale, and dimensional

analysis in the renormalized theory implies

Gn({sxi}, {gI},Λ) = sn(
2−D

2 )Gn({xi}, {s4−dIgI}, sΛ) (3.72)

75



where in the φ4 theory {gI} = {m2, λ4, λ6 · · · }, and 4−dI is the engineering dimensions

of the coupling g, so {s4−dIgI} = {s2m2, λ4, s
−2λ6}.

So far this is just dimensional analysis. The Callan-Symanzik equation allows us

to include the effects of fluctuations in this scaling relation. It is just an ODE in Λ:

(Λ∂Λ + βI∂gI + nγφ)Gn = 0. (3.73)

In terms of the running couplings

Λ∂ΛgI(Λ) = βI(gI(Λ)) (3.74)

the solution relates G at different renormalization points:

Gn({x}, {gI(Λ1)},Λ1) = e−n
∫ Λ2
Λ1

γφ(Λ)d log ΛGn({x}, {gI(Λ2)},Λ2). (3.75)

Combining with the information from dimensional analysis:

Gn({sx}, {gI(Λ)},Λ)
(3.75)
= e−n

∫ Λ2
Λ γφ(Λ′)d log Λ′Gn({sx}, {gI(Λ2)},Λ2) (3.76)

(3.72)
= sn(

2−D
2 )e−n

∫ Λ/s
Λ γφ(Λ′)d log Λ′Gn({x}, {s4−dIgI(Λ/s)},Λ)

(3.77)

where in the last step I set Λ2 ≡ Λ/s. We learn that the effect of a rescaling x → sx

has three parts: (1) the rescaling by the engineering dimensions, (2) the rescaling by

the anomalous dimension, (3) the running of the coupling.

Consider for example the special case where a coupling sits at a fixed point g = g?

(and other couplings are zero). Then the anomalous dimension prefactor is

e−
∫ Λ2
Λ1

γφ(Λ′)d log Λ′ =

(
Λ2

Λ1

)−γ?
(3.78)

with γ? = γφ(g?), so (3.77) becomes

Gn({sxi}, g?,Λ) = sn( 2−D
2

+γ?)Gn({xi}, g?,Λ). (3.79)

The system is scale invariant, but with scaling different from the result of a dimensional

analysis that doesn’t include the RG scale.

[End of Lecture 9]
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4 Effective field theory

4.1 Introduction to effective field theory

[Some nice lecture notes on effective field theory can be found here: J. Polchinski,

A. Manohar, I. Rothstein, D. B. Kaplan, H. Georgi, A. Manohar]

Having internalized Wilson’s perspective on renormalization – namely that we

should include all possible operators consistent with symmetries and let the dynamics

decide which are important at low energies – we are led immediately to the idea of an

effective field theory (EFT), or, how to do physics without a theory of everything. (You

may notice that all the physics that has been done has been done without a theory of

everything.) It is a weaponized version of selective inattention.

The basic idea is that the Hamiltonian (or the action) should contain all terms

consistent with symmetries, organized according to an expansion in decreasing rele-

vance to low energy physics. This is an implementation of the totalitarian principle of

physics, that anything that can happen must happen.

Diatribe about ‘renormalizability’. There is no reason to demand that a field

theory that we have found to describe physics in some regime should be a valid descrip-

tion of the world to arbitrarily short (or long!) distances. This is a happy statement:

there can always be new physics that has been so far hidden from us. Rather, an EFT

comes with a regime of validity, and with necessary cutoffs. As we will discuss, in a

useful implementation of an EFT, the cutoff implies a small parameter in which we

can expand (and hence compute). (In the example of Seff[q] of §1, the small parameter

is ω/Ω.)

Caring about renormalizibility is pretending to know about physics at arbitrarily

short distances. Which we definitely don’t. Even when theories are renormalizable,

this apparent victory is often false. For example, QED requires only two independent

counterterms (for the mass and for the fine structure constant), and is therefore by

the old-fashioned definition renormalizable, but it is superseded by the electroweak

theory above 80GeV. Also: the coupling in QED actually increases logarithmically at

shorter distances, and ultimately reaches a Landau pole at SOME RIDICULOUSLY

HIGH ENERGY (of order e+ c
α where α ∼ 1

137
is the fine structure constant (e.g. at

the scale of atomic physics) and c is some numerical number. Plugging in numbers

gives something like 10330 GeV, which is quite a bit larger than the Planck scale).

This is of course completely irrelevant for physics and even in principle because of the

previous remark about electroweak unification. And if not because of that, because

of the Planck scale. A heartbreaking historical fact is that Landau and many other

smart people gave up on QFT as a whole because of this silly fantasy about QED in
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an unphysical regime.

We will see below that even in QFTs which are non-renormalizable in the strict

sense, there is a more useful notion of renormalizability: effective field theories come

with a small parameter (often some ratio of mass scales), in which we may expand the

action. A useful EFT requires a finite number of counterterms at each order in the

expansion.

Furthermore, I claim that this is always the definition of renormalizability that we

are using, even if we are using a theory that is renormalizable in the traditional sense,

which allows us to pretend that there is no cutoff. That is, there could always be

corrections of order
(

E
Enew

)n
where E is some energy scale of physics that we are doing

and Enew is some UV scale where new physics might come in; for large enough n, this

is too small for us to have seen. The property of renormalizibility that actually matters

is that we need a finite number of counterterms at each order in the expansion in E
Enew

.

Renormalizable QFTs are in some sense less powerful than non-renormalizable ones

– the latter have the decency to tell us when they are giving the wrong answer! That

is, they tell us at what energy new physics must come in; with a renormalizable theory

we may blithely pretend that it is valid in some ridiculously inappropriate regime like

10330 GeV.

Notions of EFT. There is a dichotomy in the way EFTs are used. Sometimes one

knows a lot about the UV theory (e.g.

• electroweak gauge theory,

• QCD,

• electrons in a solid,

• water molecules

...) but it is complicated and unwieldy for the questions one wants to answer, so instead

one develops an effective field theory involving just the appropriate and important dofs

(e.g., respectively,

• Fermi theory of weak interactions (or QED or ...),

• chiral lagrangian (or HQET or SCET or hydrodynamics of quark-gluon plasma

or ...),

• Landau Fermi liquid theory (or the Hubbard model or a topological field theory

or ...),
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• hydrodynamics (or some theory of phonons in ice or ...)

...). As you can see from the preceding lists of examples, even a single UV theory

can have many different IR EFTs depending on what phase it is in, and depending on

what question one wants to ask. The relationship between the pairs of theories above

is always coarse-graining from the UV to the IR, though exactly what plays the role of

the RG parameter can vary wildly. For example, in the case of the Fermi liquid theory,

the scaling is ω → 0, and momenta scale towards the Fermi surface, not ~k = 0.

A second situation is when one knows a description of some low-energy physics up

to some UV scale, and wants to try to infer what the UV theory might be. This is a

common situation in physics! Prominent examples include: the Standard Model, and

quantized Einstein gravity. Occasionally we (humans) actually learn some physics and

an example of an EFT from the second category moves to the first category.

Instructions for EFT. Answer the following questions:

1. what are the dofs?

2. what are the symmetries?

3. where is the cutoff, Λ, on its validity?

Then write down all interactions between the dofs that preserve the symmetries, in an

expansion in derivatives, with higher-dimension operators suppressed by more powers

of the UV scale, Λ.

I must also emphasize two distinct usages of the term ‘effective field theory’ which

are common, and which the discussion above is guilty of conflating (this (often slip-

pery) distinction is emphasized in the review article by Georgi linked at the beginning

of this subsection). The Wilsonian perspective advocated above produces a low-energy

description of the physics which is really just a way of solving (if you can) the original

model; very reductively, it’s just a physically well-motivated order for doing the inte-

grals. If you really integrate out the high energy modes exactly, you will get a non-local

action for the low energy modes. This is to be contrasted with the local actions one

uses in practice, by truncating the derivative expansion. It is the latter that is really

the action of the effective field theory, as opposed to the full theory, with some of the

integrals done already. The latter will give correct answers for physics below the cutoff

scale, and it will give them much more easily.

Some more comments:
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• Sometimes (in condensed matter circles) this approach of just writing all terms

consistent with symmetries is called Landau theory or Landau-Ginzburg theory or

maybe Landau-Ginzburg-Wilson.

• Do not underestimate the difficulty of step 1 of the EFT instructions. As we’ll

see in some examples below, the correct low-energy dofs can look nothing at all like

the microscopic dofs.

• The Wilson RG justifies this procedure: coarse graining by integrating out short-

wavelength modes produces all terms consistent with the symmetries.

•When we say “what are the symmetries?” we mean the symmetries G of the (regu-

lated) microscopic theory. G must be a symmetry of the low-energy EFT21. Sometimes

new symmetries can emerge at low energies. This procedure explains how this happens:

if there are no relevant or marginal operators invariant under G that violate a symmetry

K, then physics at lower and lower energies will be more and more K-symmetric.

Here are some interesting and/or important examples where EFT has been useful

(some of which we will discuss in more detail below) and where you can learn about

them:

• Hydrodynamics [Kovtun]

• Fermi liquid theory [J. Polchinski, R. Shankar, Rev. Mod. Phys. 66 (1994) 129]

• chiral perturbation theory [D. B. Kaplan, §4]

• heavy quark effective theory [D. B. Kaplan, §1.3, Manohar and Wise, Heavy

Quark Physics]

• random surface growth (KPZ) [Zee, chapter VI]

• color superconductors [D. B. Kaplan, §5]

• gravitational radiation from binary mergers [Goldberger, Rothstein, Porto]

• soft collinear effective theory [Becher, Stewart]

• magnets [Zee, chapter VI.5, hep-ph/9311264v1]

• effective field theory of cosmological inflation [Senatore et al, Cheung et al, Porto]

21Actually, there is a dumb loophole here: it may be that G or some subgroup of G simply doesn’t

act on the low-energy degrees of freedom. For example, we could have a microscopic system with

symmetry G and a completely trivial low-energy theory, with no degrees of freedom at all.
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• effective field theory of dark matter direct detection [Fitzpatrick et al]

• here is some advocacy for the effective field theory viewpoint in biology: [Phillips]

There are many others, the length of this list was limited by how long I was willing to

spend digging up references.
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4.2 The color of the sky

[from hep-ph/9606222 and nucl-th/0510023] Why is the sky blue? Basically, it’s be-

cause the blue light from the sun scatters in the atmosphere more than the red light,

and you (I hope) only look at the scattered light.

Here is an understanding of this fact using the EFT logic. Consider the scattering

of photons off atoms (in a gas) at low energies. Low energy means that the photon

does not have enough energy to probe the substructure of the atom – it can’t excite

the electrons or the nuclei. This means that the atom is just a particle, with some

mass M .

The dofs are just the photon field and the field that creates an atom.

The symmetries are Lorentz invariance and charge conjugation invariance and par-

ity. We’ll use the usual redundant description of the photon that has also gauge

invariance.

The cutoff is the energy ∆E that it takes to excite atomic energy levels we’ve left

out of the discussion. We allow no inelastic scattering. This means we require

Eγ � ∆E ∼ α

a0

= α2me � a−1
0 = αme � me �Matom (4.1)

where a0 = (αme)
−1 is the Bohr radius. Because of this separation of scales, we can

also ignore the recoil of the atom, and treat it as infinitely heavy.

Let’s call the field that destroys an atom with velocity v φv. vµvµ = 1 and vµ =

(1, 0, 0, 0)µ in the atom’s rest frame. The (Lorentz-singlet) Lagrangian can depend on

vµ. We can write a Lagrangian for the free atoms as

Latom = φ†viv
µ∂µφv .

This action is related by a boost to the statement that the atom at rest has zero energy

– in the rest frame of the atom, the eom is just ∂tφv=(1,~0) = 0. (If we didn’t define the

zero of energy to be at the rest mass, there would be an additional term γvMatomφ
†
vφv,

γv ≡ 1√
1−v2 .) Notice that the kinetic term φ†v

~∇2

2Matom
φv is a very small correction given

our hierarchy of scales (4.1).

So the Lagrangian density is

LMaxwell[A] + Latom[φv] + Lint[A, φv]

and we must determine Lint. It is made from local, Hermitian, gauge-invariant, Lorentz

invariant operators we can construct out of φv, Fµν , vµ, ∂µ (it can only depend on Fµν =

∂µAν − ∂νAµ, and not Aµ directly, by gauge invariance, because the atom, and hence
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φv, is neutral.). It should actually only depend on the combination φ†vφv since we will

not create and destroy atoms – there is a(n emergent) U(1) symmetry associated with

atom number conservation. (Notice that we didn’t have to specify the statistics of the

atoms or φv.) Therefore

Lint = c1φ
†
vφvFµνF

µν + c2φ
†
vφvv

σFσµvλF
λµ + c3φ

†
vφv
(
vλ∂λ

)
FµνF

µν + . . .

. . . indicates terms with more derivatives and more powers of velocity (i.e. an expansion

in ∂ · v). Which are the most important terms at low energies? Demanding that the

Maxwell term dominate, we get the power counting rules (so time and space should

scale the same way):

[∂µ] = 1, [Fµν ] = 2

This then implies [φv] = 3/2, [v] = 0 and therefore

[c1] = [c2] = −3, [c3] = −4 .

These interactions are all irrelevant; terms with more partials are more irrelevant.

What makes up these dimensions in the couplings ci? They must come from the

length scales that we have integrated out to get this description – the size of the atom

a0 ∼ (αme)
−1 and the energy gap between the ground state and the electronic excited

states ∆E ∼ α2me. For Eγ � ∆E, a−1
0 , we can just keep the two leading terms.

In the rest frame of the atom, these two leading terms c1,2 represent just the scat-

tering of E2 −B2 and E2 respectively. To determine their coefficients one would have

to do a matching calculation to a more complete theory (compute transition rates in

a theory that does include extra energy levels of the atom). But a reasonable guess is

just that the scale of new physics (in this case atomic physics) makes up the dimen-

sions: c1 ' c2 ' a3
0. (In fact the coefficient of B2 comes with extra factor of v/c which

suppresses it.) The scattering cross section then goes like σ ∼ c2
i ∼ a6

0; dimensional

analysis ([σ] = −2 is an area, [a6
0] = −6) then tells us that we have to make up four

powers with the only other scale around:

σ ∝ E4
γa

6
0.

(The factor of E2
γ in the amplitude arises from ~E ∝ ∂t ~A.) Blue light, which has about

twice the energy of red light, is therefore scattered 16 times as much.

The leading term that we left out is the one with coefficient c3. The size of this

coefficient determines when our approximations break down. We might expect this to

come from the next smallest of our neglected scales, namely ∆E. That is, we expect

σ ∝ E4
γa

6
0

(
1 +O

(
Eγ
∆E

))
.

The ratio in the correction terms is appreciable for UV light.
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4.3 Fermi theory of Weak Interactions

[from §5 of A. Manohar’s EFT lectures] Let’s think about part of the Standard Model

as an example of EFT.

LEW 3 −
1

2

(
∂µW

+
ν − ∂νW+

µ

) (
∂µW−ν − ∂νW−µ)+M2

WW
+
µ W

−µ (4.2)

− ig√
2
ψ̄iγ

µPLψjW
+
µ Vij + terms involving Z bosons

Some things intermediate, off-shell W bosons can do: µ decay, ∆S = 1 processes,

neutron decay

If we are asking questions with external momenta less than MW , we can integrate

out W and make our lives simpler:

δSeff ∼
(

ig√
2

)2

VijV
?
k`

∫
d̄Dp

−igµν
p2 −M2

W

(
ψ̄iγ

µPLψj
)

(p)
(
ψ̄kγ

νPLψ`
)

(−p)

(I am lying a little bit about the W propagator in that I am not explicitly projecting

out the fourth polarization with the negative residue. Also, the W carries electric

charge, so the charges of ψ̄i and ψj in (4.2) must differ by one.) This is non-local at

scales p >∼MW (recall the discussion of the subsection §1). But for p2 �M2
W ,

1

p2 −M2
W

p2�M2
W' − 1

M2
W

1 +
p2

M2
W

+
p4

M4
W

+ ...︸ ︷︷ ︸
derivative couplings

 (4.3)

SF = −4GF√
2
VijV

?
kl

∫
d4x

(
ψ̄iγ

µPLψj
)

(x)
(
ψ̄kγµPLψ`

)
(x)+O

(
1

M2
W

)
+kinetic terms for fermions

(4.4)

where GF/
√

2 ≡ g2

8M2
W

is the Fermi coupling. We can use this (Fermi’s) theory to

compute the amplitudes above, and it is much simpler than the full electroweak theory

(for example I don’t have to lie about the form of the propagator of the W-boson like I
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did above). It was discovered first and used quite effectively long before the existence

of W s was suspected.

On the other hand, this theory is not the same as the electroweak theory; for

example it is not renormalizable, while the EW theory is (at least if we included the

Higgs sector, rather than just writing a mass term for the W s). Its point in life is to

help facilitate the expansion in 1/MW . There is something about the expression (4.4)

that should make you nervous, namely the big red 1 in the 1/M2
W corrections: what

makes up the dimensions? The short answer is derivatives of the Fermi fields. This

becomes an issue when we ask about loops in §4.4.

4.4 Loops in EFT

Suppose we try to define the Fermi theory SF with a euclidean momentum cutoff

|kE| < Λ. We expect that we’ll have to set Λ ∼ MW . A simple example that shows

that this is problematic arises by asking about radiative corrections in the 4-Fermi

theory to the coupling between the fermions and the photon (or the Z boson).

We are just trying to estimate the magnitude of this correction, so don’t worry

about the factors and the gamma matrices:

∼ I ≡ 1

M2
W︸︷︷︸

∝GF

∫ Λ

d̄4k
1

k

1

k
tr (γ...)︸ ︷︷ ︸

∼
∫ Λ kdk∼Λ2∼M2

W

∼ O(1).

Even worse, consider what happens if we use the vertex coming from the
(

p2

M2
W

)`
correction in (4.3)

∼ I` ≡
1

M2
W

∫ Λ

d̄4k
1

k2

(
k2

M2
W

)`
∼ O(1)

– it’s also unsuppressed by powers of ... well, anything. This is a problem.

Fix: A way to fix this is to use a “mass-independent subtraction scheme”, such as

dimensional regularization and minimal subtraction (MS). The crucial feature is that

the dimensionful cutoff parameter appears only inside logarithms (log µ), and not as

free-standing powers (µ2).

With such a scheme, we’d get instead

I ∼ m2

M2
W

log µ I` ∼
(
m2

M2
W

)`+1

log µ
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where m is some mass scale other than the RG scale (like a fermion mass parameter,

or an external momentum, or a dynamical scale like ΛQCD).

We will give a more detailed example next. The point is that in a mass-independent

scheme, the regulator doesn’t produce new dimensionful things that can cancel out the

factors of MW in the denominator. It respects the ‘power counting’: if you see 2`

powers of 1/MW in the coefficient of some term in the action, that’s how many powers

will suppress its contributions to amplitudes. This means that the EFT is like a

renormalizable theory at each order in the expansion (here in 1/MW ), in that there is

only a finite number of allowed vertices that contribute at each order (counterterms

for which need to be fixed by a renormalization condition). The insatiable appetite for

counterterms is still insatiable, but it eats only a finite number at each order in the

expansion. Eventually you’ll get to an order in the expansion that’s too small to care

about, at which point the EFT will have eaten only a finite number of counterterms.

There is a price for these wonderful features of mass-independent schemes, which

has two aspects:

• Heavy particles (of mass m) don’t decouple when µ < m. For example, in a

mass-independent scheme for a gauge theory, heavy charged particles contribute

to the beta function for the gauge coupling even at µ� m.

• Perturbation theory will break down at low energies, when µ < m; in the example

just mentioned this happens because the coupling keeps running.

We will show both these properties very explicitly in the next subsection. The solution

of both these problems is to integrate out the heavy particles by hand at µ = m, and

make a new EFT for µ < m which simply omits that field. Processes for which we

should set µ < m don’t have enough energy to make the heavy particles in external

states anyway. (For some situations where you should still worry about them, see

Aneesh Manohar’s notes linked above.) [End of Lecture 10]

4.4.1 Comparison of schemes, case study

The case study we will make is the contribution of a charged fermion of mass m to the

running of the QED gauge coupling.

First some recapitulation: Recall that the QED Lagrangian is

−1

4
FµνF

µν − ψ̄ (i /D −m)ψ

with Dµ = ∂µ − ieAµ. By redefining the field Fµν = ∂µAν − ∂νAµ by a constant factor

we can move around where the e appears, i.e. by writing Ã = eA, we can make the
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gauge kinetic term look like 1
4e2
F̃µνF̃

µν . This means that the charge renormalization

really comes from the vacuum polarization, the correction to the photon propagator:

. Recall that, by the Ward identity for gauge invariance, the vacuum polar-

ization takes the form

Πµν(q2) = Π(q2)

(
q2ηµν − qµqν

q2

)
≡ Π(q2)P µν(q).

In dim reg, the one-loop vacuum polarization correction satisfies the gauge invari-

ance Ward identity Πµν = P µνδΠ2 (unlike the euclidean momentum cutoff which is not

gauge invariant), with

δΠ2(p2)
Peskin p. 252

= − 8e2

(4π)D/2

∫ 1

0

dxx(1− x)
Γ(2−D/2)

∆2−D/2 µ̄ε

D→4
= − e2

2π2

∫ 1

0

dxx(1− x)

(
2

ε
− log

(
∆

µ2

))
. (4.5)

In the second line of (4.5), we expanded the Γ-function about D = 4; there are other

singularities at other integer dimensions.

End of recapitulation. The choice of scheme shows up in our choice of renormaliza-

tion condition to impose on Π(p2):

Mass-dependent scheme: subtract the value of the graph at p2 = −M2 (a very

off-shell, euclidean, momentum). That is, we impose a renormalization condition that

says

Π(M)(p2 = −M2)
!

= 0 . (4.6)

In a mass-dependent scheme, we demand that the counterterm cancels δΠ2 when

we set the external momentum to p2 = −M2, so that the whole contribution at order

e2 is :

0
(4.6)!
= Π

(M)
2 (p2 = −M2) = δ

(M)

F 2︸︷︷︸
counterterm coefficient for 1

4
FµνFµν

+ δΠ2(p2 = −M2)

=⇒ Π
(M)
2 (p2) =

e2

2π2

∫
dxx(1− x) log

(
m2 − x(1− x)p2

m2 + x(1− x)M2

)
.

Notice that the µs go away in this scheme.

Mass-Independent scheme: This is to be contrasted with what we get in a mass-

independent scheme, such as MS, in which Π is defined by the rule that we subtract
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the 1/ε pole. This means that the counterterm is

δ
(MS)

F 2 = − e2

2π2

2

ε

∫ 1

0

dxx(1− x)︸ ︷︷ ︸
=1/6

. (4.7)

(Confession: I don’t know how to state this in terms of a simple renormalization

condition on Π2. Also: the bar in MS refers to the (not so important) distinction

between µ̄ and µ.) The resulting vacuum polarization function is

Π
(MS)
2 (p2) =

e2

2π2

∫ 1

0

dxx(1− x) log

(
m2 − x(1− x)p2

µ2

)
.

Next we will talk about beta functions, and verify the claim above about the failure

of decoupling. First let me say some words about what is failing. What is failing – the

price we are paying for our power counting – is the basic principle of the RG, namely

that physics at low energies shouldn’t care about physics at high energies, except for

small corrections to couplings. An informal version of this statement is: you don’t need

to know about nuclear physics to make toast. A more formal version is the Appelquist-

Carazzone Decoupling Theorem, which I will not state (Phys. Rev. D11, 28565 (1975)).

So it’s something we must and will fix.

Beta functions. M : First in the mass-dependent scheme. The fermion contri-

bution to the beta function for the EM coupling is22

β(M)
e =

e

2
M∂MΠ

(M)
2 (p2) = −1

2

(
e3

2π

)∫ 1

0

dxx(1− x)

( −2M2x(1− x)

m2 +M2x(1− x)

)
+O(e5)

22What I’ve written here is a fancy way of writing it, since the RHS naively depends on p2, but does

not. Here is a derivation of the beta function for QED in this scheme (following the same logic as we

used in the discussion of the QCD beta function): The QED Lagrangian is L = − 1
4e2Rµ

εZ3(F 0
µν) + · · ·

where F 0 is the bare field. This means that the bare coupling is e0 = eRµ
ε/2Z

−1/2
3 . Here Z3 = 1+δF 2 .

The bare coupling knows nothing about our choice of M , and so

0 = M
d

dM
e0 = e0

(
ε

2
+

1

eR
β(M)
e − 1

2

1

Z3
M

d

dM
Z3

)
. (4.8)

Solving for β (and writing e ≡ eR) gives

β(M)
e = −eε

2
+
e

2
M

d

dM
δF 2 + ... (4.9)

In this scheme,

δF 2 = −δΠ2(p2 = −M2) =
e2

2π2

∫ 1

0

dxx(1− x)

(
2

ε
− log

(
m2 + x(1− x)M2

µ2

))
(4.10)

depends explicitly on M , and the bits where M d
dM hits e are higher order.
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
m�M' e3

2π2

∫ 1

0
dxx(1− x) = e3

12π2

m�M' e3

2π2

∫ 1

0
dxx(1− x)M

2x(1−x)
m2 = e3

60π2
M2

m2

. (4.11)

MS : β(MS)
e =

e

2
µ∂µΠ

(MS)
2 (p2) = −1

2

e3

2π2

∫ 1

0

dxx(1− x)︸ ︷︷ ︸
=1/6

µ∂µ log
m2 − p2x(1− x)

µ2︸ ︷︷ ︸
=−2

=
e3

12π2
. (4.12)

23

Also, the MS vacuum polarization behaves for small external momenta like

Π2(p2 � m2) ' − e3

2π2

∫ 1

0

dxx(1− x) log
m2

µ2︸ ︷︷ ︸
�1,for µ�m! bad!

As I mentioned, the resolution of both these prob-

lems is simply to define a new EFT for µ < m

that omits the heavy field. Then the strong cou-

pling problem goes away and the heavy fields do

decouple. The price is that we have to do this by

hand, and the beta function jumps at µ = m; the

coupling is continuous, though.

23Let me explain the expression for the beta function in the case of MS scheme. Following the same

logic as the previous footnote, the bare coupling knows nothing about our choice of µ, and so

0 = µ
d

dµ
e0 = e0

(
ε

2
+

1

eR
β(MS)
e − 1

2

1

Z3
µ
d

dµ
Z3

)
. (4.13)

Solving for β (and writing e ≡ eR) gives

β(MS)
e = −eε

2
+
e

2
µ
d

dµ
δF 2 + ... (4.14)

= −eε
2

+
e

2
βMS
e ∂eδF 2 + ... (4.15)

= −eε
2

+
e

2

(−eε
2

)
∂eδF 2 + ... (4.16)

where in the last step we substituted the leading term for the beta function. In MS scheme, the

counterterm, given in (4.7), goes like 1
ε and we get the finite answer given above.
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Figure 8: The blue curve is the mass-dependent-scheme beta function; at scales M � m, the mass

of the heavy fermion, the fermion sensibly stops screening the charge. The red line is the MS beta

function, which is just a constant, pinned at the UV value.

The couplings in the low energy EFT (here, a theory of just

the photon) are determined by matching: this means com-

pute a bunch of physical quantities in both descriptions, and

solve for the couplings in the IR theory in terms of those of

the UV theory.

Euler-Heisenberg Effective Action. What is this IR theory of just the photon,

at energies below the mass of the electron? Let’s play the EFT game. The dofs

are just the photon. The symmetries are: Lorentz and charge conjugation symmetry

(Aµ → −Aµ) and parity and time-reversal symmetry. Also in the redundant description

in terms of Aµ we must impose gauge invariance. These facts already mean that the

Lagrangian is just a function of Fµν . The UV cutoff is the mass of the electron.

What’s the action? Well, of course there is the Maxwell term.

L = − 1

4e2
FµνF

µν + c1Fµν∂ρ∂
ρF µν + c2(FµνF

µν)2 + c3(FµνF̃
µν)2 + · · · . (4.17)

The cubic term F ν
µF

ρ
ν F

µ
ρ is forbidden by C symmetry. [c1] = 2 so c1 ∝ 1

m2
e
. The F 4

operators have dimension eight, so [c2] = [c3] = 4, and we conclude that c2,3 ∝ 1
m4
e
.
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In the UV theory, the F∂2F comes from the next term in the vacuum polarization

in an expansion in q2. The F 4 terms come from a loop of electrons with four external

photon lines. This implies that c2,3 ∝ α2

16π2 , where the 16π2 is always associated with

a loop in four dimensions. Using the full QED theory we can of course compute the

precise numerical factors. (The contributions from QCD are a topic of great current

interest because this appears as a sub-diagram in g − 2 of the muon, and dominates

the current theory uncertainty in that quantity.)

The cross section for γγ → γγ is then

σγγ→γγ(ω) ∼ α4ω6

m8
e

(1 +O(ω2/m2
e)). (4.18)

The power of ω is determined by dimensional analysis so that [σ] = −2; the amplitude

is A ∼ ω4 from the four factors of F and ω−2 comes from the phase space measure.

This is a small cross section and this process has not yet been observed.
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4.5 The Standard Model as an EFT.

The Standard Model. [Schwartz, §29]

L =

(
νL
eL

)
eR νR Q =

(
uL
dL

)
uR dR H

SU(3) - - - 2 2 2 -

SU(2) 2 - - 2 - - 2
U(1)Y −1

2
−1 0 1

6
2
3
−1

3
1
2

Table 1: The Standard Model fields and their quantum numbers under the gauge group. 2 indicates

fundamental representation, - indicates singlet. Except for the Higgs, each column is copied three

times; each copy is called a generation. Except for the Higgs all the matter fields are Weyl fermions

of the indicated handedness. Gauge fields as implied by the gauge groups. (Some people might leave

out the right-handed neutrino, νR, which is totally neutral and therefore is hard to observe directly.)

The Lagrangian is just all the terms that are invariant under the gauge group

SU(3) × SU(2) × U(1) with dimension less than or equal to four – all renormalizable

terms. This includes a potential for the Higgs, V (|H|) = m2
H |H|2+λ|H|4, where it turns

out that m2
H ≤ 0. The resulting vacuum expectation value higgses the Electroweak

part of the gauge group down to electromagnetism (the subgroup preserving the doublet

〈H〉):
SU(2)× U(1)Y

〈H〉
 U(1)EM .

That is, the broken gauge bosons get masses from the Higgs kinetic term

|DµH|2|
H=

 0

v/
√

2

 with DµH =

(
∂µ − igW a

µ τ
a − 1

2
ig′Yµ

)
H

where Yµ is the hypercharge gauge boson, and W a, a = 1, 2, 3 are the SU(2) gauge

bosons. There are two massive W -bosons with electric charge ±1 (as described in

§4.3), with MW = vg
2

. The photon and Z boson are the linear combinations of Y and

W 3 that diagonalize the remaining mass terms:(
Aµ
Zµ

)
=

(
cos θw sin θw
− sin θw cos θw

)(
Yµ
W 3
µ

)
.

Here tan θw ≡ g′

g
defines the Weinberg angle. The masses are Mγ = 0 and MZ =

MW

cos θw
< MW .

Fermion masses come from (dimension-four) Yukawa couplings

LYukawa = −Y `
ijL̄iHe

j
R − Y u

ij Q̄
iHdjR − Y d

ijQ̄
i
(
iτ 2H?

)
ujR + h.c.
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The contortion with the τ 2 is required to make a hypercharge-invariant. Plugging in

the Higgs vev to e.g. the lepton terms gives −meēLeR+h.c. with me = yev/
√

2. There’s

lots of drama about the matrices Y which can mix the generations. The mass for the

νR (which maybe could not exist – it doesn’t have any charges at all) you can figure

out on the homework later.

Whence the values of the charges under the U(1) (“hypercharge”)? The condition

YL + 3YQ = 0 (where Y is the hypercharge) is required by anomaly cancellation. This

implies that electrons and protons p = εijkuiujdk have exactly opposite charges of the

same magnitude.

In fact, they are completely determined by demanding that the gauge group is not

anomalous, i.e. that the G1G2G3 anomaly vanishes for all choices of Gi ∈ {SU(3), SU(2),U(1)Y }
in the presence of gauge fields for all three gauge groups.

To check this, it is enough to ignore the Higgs field and the dynamics of the gauge

fields. The coupling to the Higgs field produces masses for the fermions in a way

that preserves all of the gauge invariance, despite the fact that SU(2) × U(1)Y acts

in a chiral manner. But the Higgs field is a scalar that transforms linearly, and so it

doesn’t contribute to the anomaly and we can just set it to zero and ignore it, and

the calculation reduces to the one in the section on the chiral anomaly. A previous

homework outlined all the choices of G1G2G3.

Here is a useful mnemonic for remembering the table of quantum numbers (possibly

it is more than that): There are larger simple Lie groups that contain the SM gauge

group as subgroups:

SU(3)× SU(2)× U(1)Y ⊂ SU(5) ⊂ SO(10)

one generation = 10⊕ 5̄⊕ 1 = 16

The singlet of SU(5) is the right-handed neutrino, but if we include it, one generation is

an irreducible (spinor) representation of SO(10). This idea is called grand unification.

It is easy to imagine that the gauge group is actually the larger groups on the right, and

another instance of the Higgs mechanism accomplishes the breaking down to the Stan-

dard Model. (The running of the respective gauge couplings go in the right direction

with approximately the right rate to unify to a single value at MGUT ∼ 1016GeV .)

Beyond the Standard Model with EFT. At what energy does the Standard

Model stop working? Because of the annoying feature of renormalizibility, it doesn’t

tell us. However, we have experimental evidence against a cutoff on the Standard

Model (SM) at energies less than something like 10 TeV. The evidence I have in mind

is the absence of interactions of the form

δL =
1

M2

(
ψ̄Aψ

)
·
(
ψ̄Bψ

)
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(where ψ represent various SM fermion fields and A,B can be various gamma and

flavor matrices) with M <∼ 10 TeV. Notice that I am talking now about interactions

other than the electroweak interactions, which as we’ve just discussed, for energies

above MW ∼ 80GeV cannot be treated as contact interactions – you can see the W s

propagate!

If such operators were present, we would have found different answers for exper-

iments at LEP. But such operators would be present if we consider new physics in

addition to the Standard Model (in most ways of doing it) at energies less than 10

TeV. For example, many interesting ways of coupling in new particles with masses

that make them accessible at the LHC would have generated such operators.

A little more explicitly: the Standard Model Lagrangian L0 contains all the renor-

malizable (i.e. engineering dimension ≤ 4) operators that you can make from its fields

(though the coefficients of the dimension 4 operators do vary through quite a large

range, and the coefficients of the two relevant operators – namely the identity operator

which has dimension zero, and the Higgs mass, which has engineering dimension two,

are strangely small, and so is the QCD θ angle).

To understand what lies beyond the Standard Model, we can use our knowledge

that whatever it is, it is probably heavy (it could also just be very weakly coupled,

which is a different story), with some intrinsic scale Λnew, so we can integrate it out

and include its effects by corrections to the Standard Model:

L = L0 +
1

Λnew

O(5) +
1

Λ2
new

∑
i

ciO(6)
i + · · ·

where theOs are made of SM fields, and have the indicated engineering dimensions, and

preserve the necessary symmetries of the SM (Lorentz symmetry and gauge invariance).

In fact there is only one kind of operator of dimension 5 meeting these demands:

O(5) = c5εij
(
L̄c
)i
HjεklL

kH l

where H i = (h+, h0)i is the SU(2)EW Higgs doublet and Li = (νL, eL)i is an SU(2)EW
doublet of left-handed leptons, and L̄c ≡ LTC where C is the charge conjugation

matrix. (I say ‘kind of operator’ because we can have various flavor matrices in here.)

On the problem set you get to see from whence such an operator might arise, and what

it does if you plug in the higgs vev 〈H〉 = (0, v). This term violates lepton number

symmetry (L→ eiαLL,Q→ Q,H → H).

[End of Lecture 11]

At dimension 6, there are operators that directly violate baryon number, such as

εαβγ(ūR)cα(uR)β (ūR)cγ eR.
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You should read the above tangle of symbols as ‘qqq`’ – it turns three quarks into a

lepton. The epsilon tensor makes a color SU(3) singlet; this thing εqqq has the quantum

numbers of a baryon, such as a proton or neutron. The long lifetime of the proton (you

can feel it in your bones – see Zee p. 413) then directly constrains the scale of new

physics appearing in front of this operator.

Three more comments about proton decay:

• The idea of Grand Unification means leptons and quarks are in the same repre-

sentations of a larger gauge group – they can turn into each other by exchanging

GUT gauge bosons. This predicts that the proton should not be perfectly sta-

ble, and integrating out the GUT gauge bosons should produce baryon-number

violating operators like the ones above, suppressed by MGUT ' 1016 GeV.

• If we didn’t know about the Standard Model, (but after we knew about QM and

GR and EFT (the last of which people didn’t know before the SM for some rea-

son)) we should have made the estimate that dimension-5 Planck-scale-suppressed

operators like 1
MPlanck

pO would cause proton decay (into whatever O makes). This

predicts Γp ∼ m3
p

M2
Planck

∼ 10−13s−1 which is not consistent with our bodies not glow-

ing. Actually it is a remarkable fact that there are no gauge-invariant operators

made of SM fields of dimension less than 6 that violate baryon number symmetry

(L → L,Q → eiαBQ,H → H). This is an emergent symmetry, expected to be

violated by the UV completion.

• Surely nothing can prevent ∆L ∼
(

1
MPlanck

)2

qqq`. Happily, this is consistent

with the observed proton lifetime.

There are also ∼ 102 dimension 6 operators that preserve baryon number, and

therefore are not as tightly constrained24. (Those that induce flavor-changing processes

in the SM are more highly constrained and must have Λnew > 104 TeV.) Two such

operators are considered equivalent if they differ by something that vanishes by the

tree-level SM equations of motion. This is the right thing to do, even for off-shell

calculations (like green’s functions and for fields running in loops). You know this

from a previous problem set: the EOM are true as operator equations – Ward identities

resulting from being free to change integration variables in the path integral25.

24Recently, humans have gotten better at counting these operators. See this paper.
25There are a few meaningful subtleties here, as you might expect if you recall that the Ward identity

is only true up to contact terms. The measure in the path integral can produce a Jacobian which

renormalizes some of the couplings; the changes in source terms will drop out of S-matrix elements

(recall our discussion of changing field variables in the Consequences of Unitarity section) but can

change the form of Green’s functions. For more information on the use of eom to eliminate redundant

operators in EFT, see Arzt, hep-ph/9304230 and Georgi, “On-Shell EFT”.
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A special pair of dimension 6 operators lead to mixing between the various elec-

troweak gauge bosons:

∆L 3 S α

sin θW cos θWv2
H†W µν

a τaHBµν − T
2α

v2
|H†DµH|2 (4.19)

where Bµν is the hypercharge gauge field strength. These ‘oblique parameters’ S and

T were introduced by Peskin and Takeuchi and are very strongly constrained by the

large amount of data from e+e− collisions at the Z resonance. They are expected to

be large in technicolor models. For a systematic discussion, see for example here.

4.6 General relativity as an EFT

Let’s continue playing the effective field theory game. Recall that the game is played

by filling out the following survey:

1. What are the dofs?

2. What are the symmetries and what are the redundancies of the description?

3. What is the cutoff?

Then the output is an action, which is a sum of all terms made from the dofs, respecting

the symmetries and redundancies, organized as a derivative expansion with higher order

terms suppressed by more powers of the cutoff.

Einstein sort of played this game in 1915 in building a theory of gravity. His

answer for the dofs was: a metric on spacetime gµν(x). This is a coordinate-dependent

description of a line element ds2 = gµν(x)dxµdxν that gives the distances between

spacetime points. This description is redundant in that the same line element can be

written in different coordinate systems (such as dx2 + dy2 = dr2 + r2dθ2). The cutoff

is the mass scale appearing in Newtonian gravity: GN = #
M2
P

, the Planck mass. (Here

I’m using units with ~ = c = 1.)

The demand that physics is independent of the choice of coordinate system is highly

constraining, and the only terms one can write down are

S[gµν ] = M2
P

∫
d4x

(
#M2

P + #R +
#

M2
P

R2 +
#

M4
P

R3 +
#

M4
P

DRDR · · ·
)

(4.20)

where R is the Ricci scalar, and Rn represents various possible contractions of n powers

of the Riemann tensor.

This is the order in which Einstein should have written the terms, if he were (tele-

ologically) following Wilson’s rules. The first term is the cosmological constant, the
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constant operator of dimension zero. Here it matters quite a bit, because it changes

the equations of motion of the metric. It is observed to be very small in units of M2
P .

We don’t know why this is the case. It is a gross violation of the rules of EFT.

The next term is the Einstein-Hilbert term, which is the only one Einstein included.

The higher-order terms are too small to have any effect on any observation so far. The

observations so far have all been done in a regime where the curvature R is small

compared to M2
P . I’ve normalized the terms the way I have in (4.20) because the EH

term gives the kinetic term as well as a specific set of (irrelevant) interactions – rescaling

the fields to have canonical kinetic terms, these interactions come with coefficients of

negative mass dimension. All the rest of the terms are also irrelevant perturbations of

the free-graviton fixed point.

The coupling to matter is also largely determined by demanding coordinate invari-

ance (replace ηµν by gµν , replace ∂µ by covariant derivative Dµ, and for spinors do the

thing we described above). Included in the derivative expansion should also be terms

involving matter fields and curvatures, like RH2, where H is the higgs field.

Notice, very importantly, that we only have integer powers of R, not anything

like
√
R or 1/R. Why is that? Well, this action is arising by integrating out small-

wavelength modes. Integrating out such modes can’t produce anything non-analytic,

either in the momenta or in the fields themselves.

What are the loopholes in this argument? Well, the statement that the dimension-

less numerical coefficients (all written as ‘#’ above) are order one may not be correct

– the cosmological constant is already a violation of this rule, so maybe some of the

higher derivative terms could be important. Another loophole is in the choice of dofs.

There could be other light dofs, like a scalar field, that we should include in our game

(though then we have to explain why the mass for the scalar is small compared to MP .)

I emphasize that this is a perfectly good quantum field theory. It is nice enough

to be non-renormalizable and to tell us its (maximal) regime of validity. (Of course it

could break down at a scale lower than MP if we are missing some important other

dofs.) It can be studied in perturbation theory about some vacuum geometry (such

as flat space for Λ = 0, or anti-de Sitter space (AdS) for Λ < 0 or de Sitter space for

Λ > 0). The tree-level approximation, i.e. classical physics, has been good enough for

all observations so far.

The problem of Quantum Gravity arises in asking what is a more microscopic theory

for which this is a low-energy EFT. The only candidate answer to that question that

we have is string theory. The physics questions for we need to answer such a question

involve large curvature or otherwise-strong fields (such as inside black holes, or in

the very early universe) or if we care about which values of the coefficients # (or what
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choices of matter coupled to gravity) are possible. Notice that, based on our experience

with other examples of EFT (especially the next one), there is no good reason to think

that the dofs of that UV theory should have anything to do with gµν , nor to expect

that there is something special about the Einstein-Hilbert term from the UV point of

view.

4.7 Superconductors and superfluids

Who is Φ? Last quarter, we developed an effective (Landau-Ginzburg) description of

superconductors which reproduces the Meissner effect (that magnetic flux is expelled or

collimated into flux tubes); it is called the Abelian Higgs model: for time-independent

configurations,

L =
1

4
FijFij + |DiΦ|2 + a|Φ|2 +

1

2
b|Φ|4 + ... (4.21)

with DiΦ ≡ (∂i − 2eiAi) Φ. Here A is the photon field. This is a slight modification

of the previous expression to indicate that the Higgs field Φ has electric charge two.

(We’ll discuss the time-derivative terms later.) We could have guessed this description

by playing the EFT game, knowing that the dofs involved are the photon and a charge-

two scalar field. But who is this charge-two scalar field? (Relatedly: what is the cutoff

on the validity of this description?)

New IR dofs. A feature of this example that I want you to notice: the microscopic

description of a real superconductor involves electrons – charge 1e spinor fermions,

created by some fermionic operator ψα, α =↑, ↓.
We are describing the low-energy physics of a

system of electrons in terms of a bosonic field,

which (in simple ‘s-wave’ superconductors) is

roughly related to the electron field by

Φ ∼ ψαψβε
αβ ; (4.22)

Φ is called a Cooper pair field. At least, the

charges and the spins and the statistics work out.

The details of this relationship are not the impor-

tant point I wanted to emphasize. Rather I wanted

to emphasize the dramatic difference in the correct choice of variables between the UV

description (spinor fermions) and the IR description (scalar bosons). One reason that

this is possible is that it costs a large energy to make a fermionic excitation of the

superconductor.
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This can be understood roughly as follows: The microscopic theory of the electrons

looks something like (ignoring the coupling to electromagnetism for now, except for

a screened (and therefore short-ranged) repulsion which ultimately is the Coulomb

interaction)

S[ψ] = S2[ψ] +

∫
dtddx uψ†ψψ†ψ + h.c. (4.23)

where

S2 =

∫
dt

∫
d̄dkψ†k (i∂t − ε(k))ψk.

Spin is important here so that ψ†↑ψ↑ψ
†
↓ψ↓ is nonzero. A mean field theory description

of the condensation of Cooper pairs (4.22) is obtained by replacing the quartic term in

(4.23) by expectation values:

SMFT [ψ] = S2[ψ]−
∫

dtddx u 〈ψψ〉ψ†ψ† + h.c.

= S2[ψ]−
∫

dtddx uΦψ†ψ† + h.c. (4.24)

So an expectation value for Φ is a mass for the fermions. It is a funny kind of symmetry-

breaking mass, but if you diagonalize the quadratic operator in (4.24) (actually it is

done below) you will find that it costs an energy of order ∆Eψ = u 〈Φ〉 to excite a

fermion. That’s the cutoff on the LG EFT.

A general lesson from this example is: the useful degrees of freedom at low energies

can be very different from the microscopic dofs.

4.7.1 Lightning discussion of BCS.

I am sure that some of you are nervous about the step from S[ψ] to SMFT [ψ] above.

To make ourselves feel better about it, I will say a few more words about the steps

from the microscopic model of electrons (4.23) to the LG theory of Cooper pairs (these

steps were taken by Bardeen, Cooper and Schreiffer (BCS)).

First recall the Hubbard-Stratonovich transformation aka completing the square. In

0+0 dimensional field theory:

e−iux4

=
1√
iπu

∫ ∞
−∞

dσ e−
1
iu
σ2−2ix2σ . (4.25)

At the cost of introducing an extra field σ, we turn a quartic term in x into a quadratic

term in x. The RHS of (4.25) is gaussian in x and we know how to integrate it over

x. (The version with i is relevant for the real-time integral.) Notice the weird extra

factor of i lurking in (4.25). This can be understood as arising because we are trying
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to use a scalar field, σ, to mediate a repulsive interaction (which it is, for positive u)

(see Zee p. 193, 2nd Ed).

Actually, we’ll need a complex H-S field:

e−iux2x̄2

=
1

iπu

∫
C

d2σ e−
1
iu
|σ|2−ix2σ̄+ix̄2σ , (4.26)

where
∫
C d2σ... ≡

∫∞
−∞ dReσ

∫∞
−∞ dImσ... (The field-independent prefactor is, as usual,

not important for path integrals.)

We can use a field theory generalization of (4.26) to ‘decouple’ the 4-fermion inter-

action in (4.23):

Z =

∫
[DψDψ†]eiS[ψ] =

∫
[DψDψ†DσDσ†]eiS2[ψ]+i

∫
dDx(σ̄ψ↑ψ↓+h.c.)−

∫
dDx

|σ|2(x)
iu .

(4.27)

The point of this is that now the fermion integral is gaussian. At the saddle point

of the σ integral (which is exact because it is gaussian), σ is the Cooper pair field,

σsaddle = uψ↑ψ↓.

Notice that we made a choice here about in which

‘channel’ to make the decoupling – we could have in-

stead introduces a different auxiliary field ρ and writ-

ten S[ρ, ψ] =
∫
ρψ†ψ +

∫
ρ2

2u
, which would break up

the 4-fermion interaction in the t-channel (as an in-

teraction of the fermion density ψ†ψ) instead of the s

(BCS) channel (as an interaction of Cooper pairs ψ2).

At this stage both are correct, but they lead to differ-

ent mean-field approximations below. That the BCS

mean field theory wins is a consequence of the RG, as I’ll describe below.

How can you resist doing the fermion integral in (4.27)? Let’s study the case where

the single-fermion dispersion is ε(k) =
~k2

2m
− µ.

Iψ[σ] ≡
∫

[DψDψ†]e
i
∫

dtddx
(
ψ†
(
i∂t−∇

2

2m
−µ
)
ψ+σ̄ψψ+ψ̄ψ̄σ

)

The action here can be written as the integral of

L =
(
ψ̄ ψ

)(i∂t − ε(−i∇) σ

σ̄ − (i∂t − ε(−i∇))

)(
ψ

ψ̄

)
≡
(
ψ̄ ψ

)
M

(
ψ

ψ̄

)
so the functional integral is

Iψ[σ] = detM = etr logM(σ).
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If σ is constant (which will lower the energy), the matrix M is diagonal in momentum

space, and the integral remaining to be done is∫
[DσDσ†]e−

∫
dDx

|σ(x)|2
2iu

+
∫

d̄Dk log(ω2−ε2k−|σ|
2).

It is often possible to do this integral by saddle point. This can be justified, for example,

by the largeness of the volume of the Fermi surface, {k|ε(k) = µ}, or by a large number

N of species of fermions. The result is an equation that determines σ, which as we saw

earlier determines the fermion gap.

0 =
δexponent

δσ̄
= i

σ

2u
+

∫
d̄ωd̄dk

2σ

ω2 − ε2k − |σ|2 + iε
.

[End of Lecture 12]

We can do the frequency integral by residues:∫
d̄ω

1

ω2 − ε2k − |σ|2 + iε
=

1

2π
2πi

1

2
√
ε2k + |σ|2

.

The resulting equation is naturally called the gap equation:

1 = −2u

∫
d̄dp′

1√
ε(p′)2 + |σ|2

(4.28)

which you can imagine solving self-consistently for σ26. Plugging back into the action

(4.27) says that σ determines the energy cost to have electrons around; more precisely,

σ is the energy required to break a Cooper pair.

Comments:

• Notice that a solution of (4.28) requires u < 0, an attractive interaction. Super-

conductivity happens because the u that appears here is not the bare interaction

between electrons, which is certainly repulsive (and long-ranged). This is where

the phonons come in in the BCS discussion.

26I should have said: and in fact one can solve it. As we will learn in the next section, the integral

is dominated by the behavior near the Fermi surface, near which ε(p′) ' vF ` ≡ ε; this approximation

is valid for |ε| < ED, some UV cutoff on this description. The result is

1 = −2u

∫
d̄dp′√

ε(p′)2 + |σ|2
' −2u

∫
FS

d̄d−1k

vF

∫ ED

−ED

dε√
ε2 + |σ|2

= Nu log

(
ED +

√
E2
D + |σ|2

|σ|

)

where N ≡
∫
FS

d̄d−1k
2πvF

is the density of states at the Fermi surface. The largeness of this N justifies

the saddle-point approximation. The solution for σ is

|σ| = 2EDe
1

2Nu

e
1
Nu − 1

Nu�1' 2EDe
− 1
Nu .

Notice that this is non-perturbative in the coupling strength u.
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• If we hadn’t restricted to a delta-function 4-fermion interaction u(p, p′) = u0 at

the outset, we would have found a more general equation like

σ(~p) = −1

2

∫
d̄dp′

u(p, p′)σ(~p′)√
ε(p′)2 + |σ(p′)|2

.

• A conservative perspective on the preceding calculation is that we have made a

variational ansatz for the groundstate wavefunction, and the equation we solve

for σ is minimizing the variational energy – finding the best wavefunction within

the ansatz.

• I haven’t included here effects of the fluctuations of the sigma field about its

saddle point. In fact, they make the four-fermion interaction that leads to Cooper

pairing marginally relevant. This breaks the degeneracy in deciding how to split

up the ψψψ†ψ† into e.g. ψψσ or ψ†ψρ. BCS wins. This is explained beautifully

in Polchinski, lecture 2, and R. Shankar. I will summarize the EFT framework

for understanding this in §4.8.

• I’ve tried to give the most efficient introduction I could here. I left out any

possibility of k-dependence or spin dependence of the interactions or the pair

field, and I’ve conflated the pair field with the gap. In particular, I’ve been

sloppy about the dependence on k of σ above.

• You can study a very closely related manipulation on the problem set, in examples

(the O(N) model and the Gross-Neveu model) where the saddle point is justified

by large N .

4.7.2 Non-relativistic scalar fields

[Zee §III.5, V.1, Kaplan nucl-th/0510023 §1.2.1] In the previous discussion of the EFT

for a superconductor, I just wrote the free energy, and so we didn’t have to think about

whether the complex scalar in question was relativistic or not.

It is not. In real superconductors, at least. How should we think about a non-

relativistic field? A simple answer comes from realizing that a relativistic field that can

make a boson of mass m can certainly make a boson of mass m that is moving slowly,

with v � c. By taking a limit of the relativistic model, then, we can make a description

that is useful for describing the interactions of an indefinite number of bosons moving

slowly in some Lorentz frame. A situation that calls for such a description, for example,

is a large collection of 4He atoms.
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Reminder: Non-relativistic limit of a relativistic scalar field. A non-

relativistic particle in a relativistic theory (like the φ4 theory that we’ve been spending

time with) has energy

E =
√
p2 +m2 if v � c

= m+
p2

2m
+ ...

This means that the field that creates and annihilates it looks like

φ(~x, t) =
∑
~k

1√
2E~k

(
a~ke

iE~kt−i~k·~x + h.c.
)

In particular, we have

φ̇2 ' m2φ2

and the BHS of this equation is large. To remove this large number let’s change

variables:

φ(x, t) ≡ 1√
2m

e−imt Φ(x, t)︸ ︷︷ ︸
complex,Φ̇�mΦ

+h.c.

 .

Notice that Φ is complex, even if φ is real.

Let’s think about the action governing this NR sector of the theory. We can drop

terms with unequal numbers of Φ and Φ? since such terms would come with a factor

of eimt which gives zero when integrated over time. Starting from (∂φ)2 −m2φ2 − λφ4

we get:

Lreal time = Φ?

(
i∂t +

~∇2

2m

)
Φ− g2 (Φ?Φ)2 + ... (4.29)

with g2 = λ
4m2 .

Notice that Φ is a complex field and its action has a U(1) symmetry, Φ → eiαΦ,

even though the full theory did not. The associated conserved charge is the number of

particles:

j0 = Φ?Φ, ji =
i

2m
(Φ?∂iΦ− ∂iΦ?Φ) , ∂tj0 −∇ ·~j = 0 . (4.30)

Notice that the ‘mass term’ Φ?Φ is then actually the chemical potential term, which

encourages a nonzero density of particles to be present.

This is another example of an emergent symmetry (like baryon number in the SM):

a symmetry of an EFT that is not a symmetry of the microscopic theory. The ... in

(4.29) include terms that break this symmetry, but they are irrelevant.

To see more precisely what we mean by irrelevant, let’s think about scaling. To

keep this kinetic term fixed we must scale time and space differently:

x→ x̃ = sx, t→ t̃ = s2t, Φ→ Φ̃(x̃, t̃) = ζΦ(sx, s2t) .
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A fixed point with this scaling rule has dynamical exponent z = 2. The scaling of the

bare action (with no mode elimination step) is

S
(0)
E =

∫
dtdd~x︸ ︷︷ ︸

=sd+zdt̃ddx̃


Φ?
(
sx, s2t

)(
∂t −

~∇2

2m

)
︸ ︷︷ ︸
=s−2

(
∂̃t−

~̃∇2

2m

)
Φ(sx, s2t)− g2

(
Φ?Φ(sx, s2t)

)2
+ ...


= sd+z−2ζ−2︸ ︷︷ ︸

!
=1 =⇒ ζ=s−d/2

∫
dt̃ddx̃

(
Φ̃?

(
∂̃t −

~̃∇2

2m

)
Φ̃− ζ−2g2

(
Φ̃?Φ̃(x̃, t̃)

)2

+ ...

)
(4.31)

From this we learn that g̃ = s2−dg → 0 in the IR – the quartic term is irrelevant in

D = d+1 = 3+1 with nonrelativistic scaling! Where does it become marginal? (Hint:

look back at the first lecture of last quarter.)

Number and phase angle. In the NR theory, the canonical momentum for Φ is

just ∂L
∂Φ̇
∼ Φ?, with no derivatives. This statement becomes more shocking if we change

variables to Φ =
√
ρeiϕ (which would be useful e.g. if we knew ρ didn’t want to be

zero); the action density is

L =
i

2
∂tρ− ρ∂tϕ−

1

2m

(
ρ (∇ϕ)2 +

1

4ρ
(∇ρ)2

)
− g2ρ2. (4.32)

The first term is a total derivative. The second term says that the canonical momentum

for the phase variable ϕ is ρ = Φ?Φ = j0, the particle number density. Quantumly,

then:

[ρ̂(~x, t), ϕ̂(~x′, t)] = iδd(~x− ~x′).
Number and phase are canonically conjugate variables. If we fix the phase, the ampli-

tude is maximally uncertain.

If we integrate over space, N ≡
∫
ddxρ(~x, t) gives the total number of particles,

which is time independent, and satisfies [N,ϕ] = i.

This relation explains why there’s no Higgs boson in most non-relativistic super-

conductors and superfluids (in the absence of some extra assumption of particle-hole

symmetry). In the NR theory with first order time derivative, the would-be ampli-

tude mode that oscillates about the minimum of V (ρ) is actually just the conjugate

momentum for the goldstone boson!
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4.7.3 Superfluids.

[Zee §V.1, Wen §3.3.3] Let me amplify the previous remark. A superconductor is

just a superfluid coupled to an external U(1) gauge field, so we’ve already understood

something about superfluids.

The effective field theory has the basic lagrangian (4.32), with 〈ρ〉 = ρ̄ 6= 0. This

nonzero density can be accomplished by adding an appropriate chemical potential to

(4.32); up to an uninteresting constant, this is

L =
i

2
∂tρ− ρ∂tϕ−

1

2m

(
ρ (∇ϕ)2 +

1

4ρ
(∇ρ)2

)
− g2 (ρ− ρ̄)2 .

Expand around such a condensed state in small fluctuations
√
ρ =
√
ρ̄+h, h� √ρ̄:

L = −2
√
ρ̄h∂tϕ−

ρ̄

2m

(
~∇ϕ
)2

− 1

2m

(
~∇h
)2

− 4g2ρ̄h2 + ...

Notice that h, the fluctuation of the amplitude mode, is playing the role of the canonical

momentum of the goldstone mode ϕ. The effects of the fluctuations can be incorporated

by doing the gaussian integral over h (What suppresses self-interactions of h?), and

the result is

L = ρ̄∂tϕ
1

4g2ρ̄− ∇2

2m

ρ̄∂tϕ−
ρ̄

2m

(
~∇ϕ
)2

=
1

4g2
(∂tϕ)2 − ρ̄

2m
(∇ϕ)2 + ... (4.33)

where in the second line we are expanding in the small wavenumber k of the modes,

that is, we are constructing an action for Goldstone modes whose wavenumber is k �√
8g2ρ̄m so we can ignore higher gradient terms.

The linearly dispersing mode in this superfluid that we have found, sometimes called

the phonon, has dispersion relation

ω2 =
2g2ρ̄

m
~k2.

This mode has an emergent Lorentz symmetry with a lightcone with velocity vc =

g
√

2ρ̄/m. The fact that the sound velocity involves g – which determined the steepness

of the walls of the wine-bottle potential – is a consequence of the non-relativistic

dispersion of the bosons. In the relativistic theory, in contrast, we have L = ∂µΦ?∂µΦ−
κ (Φ?Φ− v2)

2
and we can take κ→∞ fixing v and still get a linearly dispersing mode

by plugging in Φ = eiϕv.

I’ve put the following paragraphs in an ugly color because they don’t explain what

I thought they explained.

105



What does this have to do with the phenomenology of superfluids, like dissipation-

less flow? The importance of the linearly dispersing phonon mode of the superfluid is

that there is no other low energy excitation of the fluid. With a classical pile of (e.g.

non interacting) bosons, a chunk of moving fluid can donate some small momentum
~k to a single boson at energy cost (~~k)2

2m
. A quadratic dispersion means more modes

at small k than a linear one (the density of states is N(E) ∝ kD−1 dk
dE

). With only

a linearly dispersing mode at low energies, there is a critical velocity below which a

non-relativistic chunk of fluid cannot give up any momentum [Landau]: conserving

momentum M~v = M~v′ + ~~k says the change in energy (which must be negative for

this to happen on its own) is (eliminate v′ = v − ~k/M):

1

2
M(v′)2 + ~ω(k)− 1

2
Mv2 = −~kv +

(~k)2

2M
+ ~ω(k) = (−v + vc)k +

(~k)2

2M
.

For small k, this is only negative when v > vc.

You can ask: an ordinary liquid also has a linearly dispersing sound mode; why

doesn’t Landau’s argument mean that it has superfluid flow? The answer is that it has

other modes with softer dispersion (so more contribution at low energies), in particular

diffusion modes, with ω ∝ k2 (there is an important factor of i in there).

The Goldstone boson has a compact target space, ϕ(x) ≡ ϕ(x) + 2π, since, after

all, it is the phase of the boson field. This is significant because it means that as the

phase wanders around in space, it can come back to its initial value after going around

the circle – such a loop encloses a vortex. Somewhere inside, we must have Φ = 0. And

actually, our discussion of the vortices of the Abelian Higgs model did not depend on

the form of the time-derivative terms. There is much more to say about this.

[Wen §3.7.3] The above argument about the Landau critical velocity does not really

explain the phenomenon of superflow, where if we set up a current it keeps going for a

very long time. One way to see this is that there are superfluids and superconductors

where there are other light degrees of freedom besides the linearly-dispersing phonon.

For example, sometimes the condensate fails to gap out the fermion excitations.

Here’s the real reason for superflow. It happens entirely because the spatial com-

ponents of the particle-number current have the form (plugging the form of the field

into (4.30)):
~j =

ρ

m
~∇ϕ (4.34)

where ϕ is a compact field ϕ ' ϕ + 2π. Consider the situation where the x direction

is a circle x ' x + L (for example if the superfluid lives in an annular region). Think

about what is required to set up a flow of such a system in the x direction: we must
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have

ϕ(x) = αx (4.35)

for some constant α, with jx = ρα
m

. But compactness of the boson and space requires

that αL ∈ 2πZ is quantized. This integer is the vorticity of the configuration. The

reason is that the only way it can change is if a vortex (a point where Φ = 0, so that

ϕ is ill-defined) appears in the sample. (See the figure below.)

But as we’ve seen, vortices are costly. In a superfluid (where there is no dynamical

gauge field), they are also confined, in the sense that a single vortex has infinite energy,

and only a vortex-antivortex pair has finite energy. The difficulty of producing vortices

is what makes the superflow configuration a long-lived metastable state.

Notice that in a superconductor, only the combination ~A+ ~∇ϕ is gauge invariant,

so (4.34) is the same as the London equation

~j =
ρ

m
( ~A+ ~∇ϕ) (4.36)

(ϕ can be set to zero by choosing unitary gauge). This equation implies the Meissner

effect, as you can see by sticking it into the Maxwell equation.

In many accounts of the subject, the above explanation involves some discussion

of Galilean invariance. This is not necessary, but it is useful to understand how the

configuration (4.35) arises from a slightly more microscopic point of view. The key

point is that in order to preserve the action S =
∫
ddxdtL,

L = Φ?

(
i∂t +

~∇2

2m

)
Φ− V (Φ?Φ) , (4.37)

the Galilean boost

x′i = xi − vit, t′ = t (4.38)

acts on the non-relativistic field Φ as

Φ(x, t)→ Φ′(x′, t′), Φ(x, t) = e−
1
2
imv2t+imvix

i

Φ′(x′, t′). (4.39)

At fixed time, a boost therefore winds up the phase of Φ to eimvxΦ. If |Φ| 6= 0, this

winding cannot be removed continuously.
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Φ = einxΦ = einx

x

Φ = ei(n−1)xΦ = einx

⊗

[End of Lecture 13]

4.8 Effective field theory of metal

In previous subsections, we gave various descriptions of superconductors, appropriate

at increasing energies. At the lowest energies, there was just a massive photon. At

higher energies, there was a Cooper-pair field, (4.21). At even higher energies, where

we can break apart Cooper pairs, there are electrons (4.23). In this subsection, we

peel away one more layer of the onion: at even higher energies, those electrons are no

longer paired up and constitute a metal.

[Polchinski, lecture 2 (I recommend these notes very strongly), and R. Shankar] Let

us appreciate the remarkable phenomenon that is metal. An arbitrarily small electric

field ~E leads to a nonzero current ~j = σ ~E. This means that there must be gapless

modes with energies much less than the natural cutoff scale in the problem.

Scales involved: The Planck scale of solid state physics (made by the logic by

which Planck made his quantum gravity energy scale, namely by making a quantity

with dimensions of energy out of the available constants) is

E0 =
1

2

e4m

~2
=

1

2

e2

a0

∼ 13eV

(where m ≡ me is the electron mass and the factor of 2 is an abuse of outside infor-

mation) which is the energy scale of chemistry. Chemistry is to solids as the melting

of spacetime is to high-energy physics. As with high-energy physics, however, there

are other scales involved. In particular a solid involves a lattice of nuclei, each with

M � m (of order the proton mass). So m/M is a useful small parameter which con-

trols the coupling between the electrons and the lattice vibrations. Also, the actual

speed of light c � vF can generally be treated as ∞ to first approximation. vF/c
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suppresses spin-orbit couplings that break SU(2)spin × SO(3)spatial rotations down to the

diagonal (though large atomic numbers enhance them: λSO ∝ ZvF/c).

Let us attempt to construct a Wilsonian-natural effective field theory of this phe-

nomenon. The answer is called Landau Fermi Liquid Theory. What are the right low-

energy degrees of freedom? Let’s make a guess that they are like electrons – fermions

with spin and electric charge. They will not have exactly the properties of free elec-

trons, since they must incorporate the effects of interactions with all their colleagues.

The ‘dressed’ electrons are called quasielectrons, or more generally quasiparticles.

Given the strong interactions between so many particles, why should the dofs have

anything at all to do with electrons? Landau’s motivation for this description (which

is not always correct) is that we can imagine starting from the free theory and adia-

batically turning up the interactions. If we don’t encounter any phase transition along

the way, we can follow each state of the free theory, and use the same labels in the

interacting theory.

We will show that there is a nearly-RG-stable fixed point describing gapless quasi-

electrons. Notice that we are not trying to match this description directly to some

microscopic lattice model of a solid; rather we will do bottom-up effective field theory.

Having guessed the necessary dofs, let’s try to write an action for them consistent

with the symmetries. A good starting point is the free theory:

Sfree[ψ] =

∫
dt d̄dp

(
iψ†σ(p)∂tψσ(p)− (ε(p)− εF )ψ†σ(p)ψσ(p)

)
where σ is a spin index, εF is the Fermi energy (zero-temperature chemical potential),

and ε(p) is the single-particle dispersion relation. For non-interacting non-relativistic

electrons in free space, we have ε(p) = p2

2m
. It will be useful to leave this as a general

function of p. 27 28

27Notice that we are assuming translation invariance. I am not saying anything at the moment

about whether translation invariance is discrete (the ions make a periodic potential) or continuous.
28We have chosen the normalization of ψ to fix the coefficient of the ∂t term (this rescaling may

depend on p).
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The groundstate of the free theory is the filled Fermi sea:

|gs〉 =
∏

p|ε(p)<εF

ψ†p |0〉 , ψp |0〉 = 0, ∀p.

(If you don’t like continuous products, put the system in a

box so that p is a discrete label.) The Fermi surface is the set

of points in momentum space at the boundary of the filled

states:

FS ≡ {p|ε(p) = εF}.
The low-lying excitations are made by adding an electron

just above the FS or removing an electron (creating a hole)

just below.

In order to define the power-counting rules for our EFT, we would like to define a

scaling transformation that focuses on the low-energy excitations. We scale energies

by a factor E → bE, b < 1. In relativistic QFT, ~p scales like E, toward zero, ~p → b~p,

since all the low-energy stuff is near the single special point ~p = 0. Here the situation

is much more interesting because there is a whole surface of low-energy stuff on the

FS. This will lead to what’s called hyperscaling violation – we can’t just count powers

of momentum.

One way to implement this is to introduce a hi-

erarchical labeling of points in momentum space,

by breaking the momentum space into patches

around the FS. (An analogous strategy of labeling

is also used in heavy quark EFT and in SCET.)

We’ll use a slightly different strategy, follow-

ing Polchinski. To specify a point ~p, we pick the

nearest point ~k on the FS, ε(~k) = εF (draw a line

perpendicular to the FS from ~p), and let

~p = ~k + ~̀.

So d − 1 of the components are determined by ~k and one is determined by `. (There

are some exceptional cases if the FS gets too wiggly. Ignore these for now.)

ε(p)− εF = `vF (~k) +O(`2), vF ≡ ∂pε|p=k.

So a scaling transformation of the field that accomplishes our goal of focusing on the

FS is

ψ(t, ~p = ~k + ~̀) 7→ ζψ(t/s,~k + s~̀) (4.40)
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(with ζ to be determined). That is, we scale the momenta toward the Fermi surface.

Under this transformation,

Sfree 7→ ζ2

∫
dt dd−1~k d~̀︸ ︷︷ ︸
=t̃/sdd−1~kd˜̀s

iψ†(t/s, k + s`) ∂t︸︷︷︸
=s−1∂t̃

ψ(t/s, k + s`)− `vF (k)︸ ︷︷ ︸
˜̀/s

ψ†(t/s, k + s`)ψ(t/sk + s`)


= ζ2s−1Sfree. (4.41)

Here I changed the dummy integration variables to t̃ ≡ t/s, ˜̀≡ s`. In order to make

this go like s0 we require ζ = s+ 1
2 . Notice that the `n≥2 corrections to the dispersion

then produce terms that go like sn−1, and are irrelevant.

Next we will play the EFT game. To do so we must enumerate the symmetries we

demand of our EFT:

1. Particle number, ψ → eiθψ

2. Spatial symmetries: time-translation invariance, and either (a) continuous trans-

lation invariance and rotation invariance (as for e.g. liquid 3He) or (b) lattice

symmetries. This means that momentum space is periodically identified, roughly

p ' p + 2π/a where a is the lattice spacing (the set of independent momenta is

called the Brillouin zone (BZ)) and p is only conserved modulo an inverse lattice

vector 2π/a. There can also be some remnant of rotation invariance preserved

by the lattice. Case (b) reduces to case (a) if the Fermi surface does not go near

the edges of the BZ.

3. Spin rotation symmetry, SU(n) if σ = 1..n. In the limit with c → ∞, this is an

internal symmetry, independent of rotations.

4. Let’s assume that ε(p) = ε(−p), which is a consequence of e.g. parity invariance

(or, on the lattice, an inversion symmetry).

Now we enumerate all terms analytic in ψ and its momenta (since we are assuming

that there are no other low-energy dofs integrating out which is the only way to get

non-analytic terms in ψ) and consistent with the symmetries; we can order them by

the number of fermion operators involved. Particle number symmetry means every ψ

comes with a ψ†. The possible quadratic terms are29:∫
dt dd−1~k d~̀︸ ︷︷ ︸

∼s0
µ(k)ψ†σ(p)ψσ(p)︸ ︷︷ ︸

∼s+1

∼ s+1

29Here and below I will just write the factors of s that arise from doing the scale transformation

rather than writing out the whole transformation law of the term as in (4.41).
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is relevant. This is like a mass term. It looks like we have lost the EFT game in the

sense that our candidate fixed point has relevant operators and therefore seems fine-

tuned, whereas we are trying to describe a whole phase of matter. But don’t panic: it

just shifts the FS around. The existence of a Fermi surface is Wilson-natural (i.e. a

stable assumption given generic coefficients of all possible terms in the action); any

precise location or shape (modulo something enforced by symmetries, like roundness)

is not.

Adding one extra ∂t or factor of ` costs a s−1 and makes the operator marginal;

those terms are already present in Sfree. Adding more than one makes it irrelevant.

Quartic terms:

S4 =

∫
dt

4∏
i=1

dd−1~kid~̀i︸ ︷︷ ︸
∼s1−4

u(4 · · · 1)ψ†σ(p1)ψσ(p3)ψ†σ′(p2)ψσ′(p4)︸ ︷︷ ︸
∼s+

1
2 ·4

δd(~p1 + ~p2 − ~p3 − ~p4)︸ ︷︷ ︸
∼s∆

The minus signs on p3,4 is because ψ(p) removes a particle with momentum p. We

assume u depends only on k, σ, so does not scale – this will give the most relevant

piece. How does the delta function scale?

δd (~p1 + ~p2 − ~p3 − ~p4) = δd (k1 + k2 − k3 − k4 + `1 + `2 − `3 − `4)
?' δd (k1 + k2 − k3 − k4)

In the last (questioned) step, we used the fact that ` � k to ignore the contributions

of the `s. If this is correct then the delta function does not scale (since ks do not), and

S4 ∼ s−1+∆ = s−1 is irrelevant (and quartic interactions with derivatives are moreso).

If this were correct, the free-fixed point would be exactly stable.

There are two important subtleties: (1) the questioned equality above is question-

able because of kinematics of the Fermi surface, and (2) there exist phonons. We will

address these two issues in order.

The kinematic subtlety in the treatment of the

scaling of δ(p1 + p2 − p3 − p4) arises because of the

geometry of the Fermi surface. Consider scattering

between two points on the FS, where (in the labeling

convention above)

p3 = p1 + δk1 + δ`1, p4 = p2 + δk2 + δ`2,

in which case the momentum delta function is

δd(p1 + p2 − p3 − p4) = δd(δk1 + δ`1 + δk2 + δ`2).
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For generic choices of the two points p1,2 (top figure at

left), δk1 and δk2 are linearly independent and the δ`s

can indeed be ignored as we did above. However, for

two points with p1 = −p2 (they are called nested, as depicted in the bottom figure at

left), then one component of δk1+δk2 is automatically zero, revealing the tiny δ`s to the

force of (one component of) the delta function. In this case, δ(`) = δ(˜̀/s) = sδ(˜̀) scales

like s+1, and for this particular kinematic configuration the four-fermion interaction is

(classically) marginal. Classically marginal means quantum mechanics has a chance to

make a big difference.

A useful visualization is at right (d = 2 with

a round FS is shown; this is what’s depicted on

the cover of the famous book by Abrikosov-Gorkov-

Dzyaloshinski): the blue circles have radius kF ; the

yellow vector is the sum of the two initial momenta

p1 + p2, both of which are near the FS; the condition

that p3 + p4, each also on the FS, add up to the same vector means that p3 must lie on

the intersection of the two circles (spheres in d > 2). But when p1 + p2 = 0, the two

circles are on top of each other so they intersect everywhere! Comments:

1. We assumed that both p1 and −p2 could actually both be near the FS. This is

automatic if ε(p) = ε(−p), i.e. if ε is only a function of p2.

2. This discussion works for any d > 1.

3. Forward scattering. There is a similar phenomenon for the case where p1 = p3

(and hence p2 = p4). This is called forward scattering because the final momenta

are the same as the initial momenta. (We could just as well take p1 = p4 (and

hence p2 = p3).) In this case too the delta function will constrain the `s and will

therefore scale.

The tree-level-marginal 4-Fermi interactions at special kinematics leads to a family

of fixed points labelled by ‘Landau parameters’. In fact there is whole function’s worth

of fixed points. In 2d, the points on the FS are parametrized by an angle θ, and the

fixed point manifold is parametrized by the forward-scattering function

F (θ1, θ2) ≡ u(θ4 = θ2, θ3 = θ1, θ2, θ1)

(Fermi statistics implies that u(θ4 = θ1, θ3 = θ2, θ2, θ1) = −F (θ1, θ2)) and the BCS-

channel (nesting) interaction:

V (θ1, θ3) = u(θ4 = −θ3, θ3, θ2 = −θ1, θ1).
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Now let’s think about what decision the fluctuations

make about the fate of the nested interactions. The

most interesting bit is the renormalization of the BCS

interaction:

= −iV

The electron propagator, obtained by inverting the kinetic operator in Sfree, is

G(ε, p = k + l) =
i

ε(1 + iη)− vF (k)`+O(`)2

where I used η ≡ 0+ for the infinitesimal specifying the contour prescription. 30

Let’s assume rotation invariance. Then V (θ3, θ1) = V (θ3 − θ1), Vl =
∫

d̄θeilθV (θ).

Different angular momentum sectors decouple from each other at one loop.

We will focus for simplicity on the s-wave bit of the interaction, so V is independent

of momentum. We will integrate out just a shell in energy (depicted by the blue

shaded shell in the Fermi surface figures). The interesting contribution comes from the

following diagram:

−iδ(1)V = (4.43)

= −(−iV )2

∫ ε0

ε0/s

d̄ε′d̄d−1k′d̄`′
i2

((ε+ ε′) (1 + iη)− vF (k′)`′) ((ε− ε′) (1 + iη)− vF (k′)`′)

do

∫
d`
′

by residues = −V 2

∫
d̄ε′d̄d−1k′

(2π)

2πi

vF (k′)

ε− ε′ − (ε+ ε′)︸ ︷︷ ︸
=−2ε′

−1

= +iV 2

∫ ε0

ε0/s

dε′

ε′︸ ︷︷ ︸
=log(s)

1

2

∫
d̄d− 1k′

vF (k′)︸ ︷︷ ︸
dos at FS

. (4.44)

Don’t forget the fermion loop minus sign (in red, because I forgot it at first). Between

the first and second lines, we did the `′ integral by residues. The crucial point is that

30It’s in a unfamiliar place. But this is the iε (rather, iη) prescription that we get by analytic

continuation from Euclidean time. Think about the integral∫
d̄ω

eiωt

ω(1 + iη)− ω0
= −iθ(tsgn (ω0))eiω0t. (4.42)

So it’s the retarded green’s function for particles and the advanced green’s function for holes.
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we are interested in external energies ε ∼ 0, but we are integrating out a shell near

the cutoff, so ε′ > ε and the sign of ε + ε′ is opposite that of ε − ε′; therefore there

is a pole on either side of the real ` axis and we get the same answer by closing the

contour either way. On one side the pole is at `′ = 1
vF (k′)

(ε+ ε′). (In the t-channel

diagram (what Shankar calls ZS), the poles are on the same side and it therefore does

not renormalize the four-fermion interaction.)

The result to one-loop is then

V (s) = V − V 2N log(s) +O(V 3)

with N ≡ 1
4π

∫
d̄d−1k′

vF (k′)
is the density of states at the Fermi surface. From this we derive

the beta function (recall that s→∞ in the IR as before)

s
d

ds
V (s) = βV = −NV 2(s) +O(V 3)

and the solution of the flow equation at E = bE1 is

V (E) =
V1

1 +NV1 log(E1/E)

{
→ 0 in IR for V1 > 0 (repulsive)

→ −∞ in IR for V1 < 0 (attractive)
(4.45)

There is therefore a very significant dichotomy depending on the sign of the coupling

at the microscopic scale E1, as in this phase diagram: V

The conclusion is that if the interaction starts attractive at some scale it flows to

large attractive values. The thing that is decided by our perturbative analysis is that (if

V (E1) < 0) the decoupling we did with σ (‘the BCS channel’) wins over the decoupling

with ρ (’the particle-hole channel’).

What happens at V → −∞? Here we need non-perturbative physics. The non-

perturbative physics is in general hard, but we’ve already done what we can in §4.7.

[End of Lecture 14]

The remaining question is: Who is V1 and why would it be attractive (given that

Coulomb interactions between electrons, while screened and therefore short-ranged, are

repulsive)? The answer is:

Phonons. The lattice of positions taken by the ions making up a crystalline solid

spontaneously break many spacetime symmetries of their governing Hamiltonian. This

implies a collection of gapless Goldstone modes in any low-energy effective theory of

such a solid31. The Goldstone theorem is satisfied by including a field

~D(~r) ∝ (local) displacement δ~r of ions near ~r from their equilibrium positions

31Note that there is a subtlety in counting Goldstone modes from spontaneously broken spacetime

symmetries: there are more symmetry generators than Goldstones. Basically it’s because the associ-
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Most microscopically we have a bunch of coupled springs:

Lions ∼
1

2
M
∑
I

(
˙δ~ Ir
)2

− kIJij δriIδrjJ + ...

where δ~rJ is the displacement from equilibrium of ion J . We don’t want to ask about

the spring constants k, except to say that they are independent of the nuclear mass M .

It is useful to introduce a canonically normalized field in terms of which the action is

S[ ~D(rI) = (M)1/2 δ~rI ] =
1

2

∫
dtddq

(
∂tDi(q)∂tDi(−q)− ω2

ij(q)Di(q)Dj(−q)
)
.

Here ω2 ∝M−1. Their status as Goldstones means that the eigenvalues of ω2
ij(q) ∼ |q|2

at small q: moving everyone by the same amount does not change the energy. This also

constrains the coupling of these modes to the electrons: they can only couple through

derivative interactions.

For purposes of their interactions with the elec-

trons, a nonzero q that keeps the e− on the FS must

scale like q ∼ s0. Therefore

dtddq (∂tD)2 ∼ s−1−2[D] =⇒ D ∼ s+ 1
2

(i.e.D(t, q) → s
1
2D(t/s, q) under a scale transforma-

tion), and the restoring force term dtddqD2ω2(q) ∼ s+2

is relevant, and dominates over the ∂2
t term for

E < ED =

√
m

M
E0 the Debye energy.

(For the more traditional derivation of the relation between ED and E0, see e.g. De-

Gennes’ Superconductivity of Metals and Alloys, pages 99-102.) This means that

phonons mediate static interactions below ED – we can ignore retardation effects, and

their effects on the electrons can be fully incorporated by the four-fermion interaction

we used above (with some ~k dependence). How do they couple to the electrons?

Sint[D,ψ] =

∫
dtd̄dqdd−1k1d`1d

d−1k2d`2 M
− 1

2 gi(q, k1, k2)Di(q)ψ
†
σ(p1)ψσ(p2)δd(p1 − p2 − q)

ated currents differ only by functions of spacetime; but a localized Goldstone particle is anyway made

by a current times a function of spacetime, so you can’t sharply distinguish the resulting particles.

Some useful references on this subject are Low-Manohar and more recently Watanabe-Murayama.

The picture at right explains the idea: a rotation is just a position-

dependent translation. Tŷ(ax) = R(arctan(a)).
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∼ s+1−1−1+3/2 = s+1/2 (4.46)

– here we took the delta function to scale like s0 as above. This is relevant when we

use the Ḋ2 scaling for the phonons; when the restoring force dominates we should scale

D differently and this is irrelevant for generic kinematics. This is consistent with our

previous analysis of the four-fermion interaction.

The summary of this discussion is: phonons do not destroy the Fermi surface,

but they do produce an attractive contribution to the 4-fermion interaction, which is

relevant in some range of scales (above the Debye energy). Below the Debye energy, it

amounts to an addition to V that goes like −g2:

– an attractive contribution to the 4-fermion interaction.

Notice that the scale at which the coupling V becomes strong (V (EBCS) ≡ 1 in

(4.45)) is

EBCS ∼ EDe
− 1
NVD .

Two comments about this: First, it is non-perturbative in the interaction VD, and in

fact the same function we found earlier. Second, it provides a nice way to verify the

role of phonons, since ED ∼ M−1/2 can be varied by studying the same material with

different isotopes and studying how the critical superconducting temperature (∼ EBCS)

scales with the nuclear mass.

Actually, we can make some headway towards understanding the result of this in-

teraction going strong. Because the diagrams with the special kinematics are marginal

and hence unsuppressed, while all other interactions flow to zero at low energy, certain

diagrams dominate. In particular, bubble-chains dominate.

Here’s the narrative, proceeding as a func-

tion of decreasing energy scale, beginning at

E0, the Planck scale of solids: (1) Electrons

repel each other by the Coulomb interac-

tion. However, in a metal, this interaction

is screened by processes like this:

(the intermediate state is an electron-hole

pair) and is short-ranged. It is still repulsive,

however. As we coarse-grain more and more, we see more and more electron-hole pairs

and the force weakens. (2) While this is happening, the electron-phonon interaction is

relevant and growing. This adds an attractive bit to V . This lasts until ED. (3) At ED
the restoring force term in the phonon lagrangian dominates (for the purposes of their
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interactions with the electrons) and we can integrate them out. (4) What happens

next depends on the sign of V (ED). If it’s positive, V flows harmlessly to zero. If it’s

negative, it becomes moreso until we exit the perturbative analysis around EBCS, and

vindicate our choice of Hubbard-Stratonovich channel above.

Further brief comments, for which I refer you to Shankar:

1. Putting back the possible angular dependence of the BCS interaction, the result

at one loop is

dV (θ1 − θ3)

d`
= − 1

8π2

∫ 2π

0

d̄θV (θ1 − θ)V (θ − θ3)

or in terms of angular momentum components,

dVl
d`

= −V
2
l

4π
.

2. This example is interesting and novel in that it is a (family of) fixed point(s)

characterized by a dimensionful quantity, namely kF . This leads to a phenomenon

called hyperscaling violation where thermodynamic quantities need not have their

naive scaling with temperature.

3. The one loop analysis gives the right answer to all loops in the limit that N ∼
(kF/Λ)d−1 � 1, where Λ is the UV cutoff on the momentum.

4. The forward scattering interaction (for any choice of function F (θ13)) is not renor-

malized at one loop. This means it is exactly marginal at leading order in N .

5. Like in φ4 theory, the sunrise diagram at two loops is the first appearance of

wavefunction renormalization. In the context of the Fermi liquid theory, this

leads to the renormalization of the effective mass which is called m?. It also leads

to a finite lifetime of the Landau quasiparticle, as follows.

Another consequence of the FS kinematics which I should

emphasize more: it allows the quasiparticle to be stable. The

leading contribution to the decay rate of a one-quasiparticle

state with momentum k can be obtained applying the optical

theorem to the following process.

In the figure, the object is the four-fermion vertex (the wiggly line is

just for clarity). The intermediate state is two electrons with momenta k′ + q and
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k − q, and one hole with momentum k′. (To understand the contour prescription for

the propagator, it is useful to begin with

G(t, p) = 〈gs| T c†p(t)cp(0) |gs〉 , c†p(t) ≡ e−iHtc†pe
iHt

and use the free-fermion fact [H, c†p] = εpc
†
p. For more details, see the steps leading up

to equation (7.7) of AGD (Abrikosov, Gorkov, Dzyaloshinski, Methods of QFT in Sta-

tistical Physics.)) Notice that this is the eyeball diagram which gives the lowest-order

contribution to the wavefunction renormalization of a field with quartic interactions.

After doing the frequency integrals by residues, we get some-

thing of the form

Σ(k, ε) =

∫
d̄q d̄k′

|uq|2
D

θ(εk′εk′+q)θ(εk′εk−q)

D ≡ εk(1 + iη) + εk′(1− iη)− εk′+q(1 + iη)− εk−q(1 + iη)

By the optical theorem, its imaginary part is the (leading contribution to the) inverse-

lifetime of the quasiparticle state with fixed k:

τ−1(k) = ImΣ(k, ε) = π

∫
d̄q d̄k′δ(D)|uq|2f(−εk′)f(εk′+q)f(εk−q)

where

f(ε) = lim
T→0

1

e
ε−εF
T + 1

= θ(ε < εF )

is the Fermi function. This is just the demand that a particle can only scatter into

an empty state and a hole can only scatter into a filled state. These constraints imply

that all the energies are near the Fermi energy: both εk′+q and εk′ lie in a shell of radius

ε about the FS; the answer is proportional to the density of possible final states, which

is thus

τ−1 ∝
(
ε

εF

)2

.

So the width of the quasiparticle resonance is

τ−1 ∝ ε2 � ε

much smaller than its frequency – it is a sharp resonance, a well-defined particle.

The fact that the single-particle lifetime goes like ω2 implies (as long as the decay

of quasiparticles is the main source of current dissipation) that the electrical resistivity

goes like ρ(T ) ∼ T 2. Rather, this is the contribution from electron-electron scattering.
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Disorder, in the form of static impurities, contributes an additive constant. In d =

3, phonons contribute ρ ∼ T 5 (T 3 from the density of states of bosons with linear

dispersion and an extra factor of T 2 for the derivative coupling), for T < TD. For

T > TD, the phonons can be treated as classical springs and contribute ρ ∼ T .

In high-temperature superconductors (at optimal doping), in sharp contrast, the

resistivity goes like ρ ∼ T in a large range of temperatures, including temperatures

well below the Debye temperature. The above analysis shows that some other EFT

must describe them. A metal that is not described by the Landau Fermi liquid theory

is called a non-Fermi liquid.

One significant loophole is that there could be other light degrees of freedom besides

the electronic quasiparticles and the phonons. One way in which extra bosonic degrees

of freedom can arise is at a quantum critical point.
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4.9 Pions

[Schwartz §28.1] Below the scale of electroweak symmetry breaking, we can forget the

W and Z bosons. Besides the 4-Fermi interactions, the remaining drama is QCD and

electromagnetism:

LQCD2 = −1

4
F 2
µν + i

∑
α=L,R

∑
f

q̄αf /Dqαf − q̄Mq.

Here f is a sum over quark flavors, which includes the electroweak doublets, u and d

(the subscript ’2’ is for 2 flavors). Let’s focus on just these two lightest flavors, u and

d. We can diagonalize the mass matrix by a field redefinition (this is what makes the

CKM matrix meaningful): M =

(
mu 0

0 md

)
. If it were the case that mu = md, we

would have isospin symmetry(
u

d

)
→ U

(
u

d

)
, U ∈ SU(Nf = 2).

If, further, there were no masses m = 0, then L and R decouple and we would also

have chiral symmetry, q → eiγ5αq, i.e.

qL → WqL, qR → W−1qR, W ∈ SU(Nf = 2).

Why do I restrict W to SU(2) and not U(2)? The central bit of the axial symmetry

U(1)A is anomalous – its divergence is proportional to the gluon theta term operator

F ∧F , which has all kinds of nonzero matrix elements. It’s not a symmetry (see Peskin

page 673 for more detail). The missing non-Goldstone boson is called the η′. The

central bit of the vectorlike transformation q → eiαq is baryon number, B. (Actually

this is anomalous in the presence of electroweak gauge fields, but B − L is not).

The groundstate of QCD is mysterious, because of infrared slavery. Here’s one piece

of input from experiment and numerical simulation. Apparently it is the case that in

the groundstate

〈q̄fqf〉 = V 3 (4.47)

independent of flavor f . This condensate spontaneously breaks

SU(2)L × SU(2)R → SU(2)isospin, (4.48)

the diagonal combination.

(
u

d

)
is a doublet. Since p = uαuβdγεαβγ, n = uαdβdγεαβγ,

this means that

(
p

n

)
is also a doublet. This symmetry is (explicitly) weakly broken by
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the difference of the massesmd = 4.7MeV 6= mu = 2.15MeV and by the electromagnetic

interactions, since qd = −1/3 6= qu = 2/3.

This symmetry-breaking structure enormously constrains the dynamics of the color

singlets which are the low-energy excitations above the QCD vacuum (hadrons). Let

us use the EFT strategy. We know that the degrees of freedom must include (pseudo-

)Goldstone bosons for the symmetry breaking (4.48) (‘pseudo’ because of the weak

explicit breaking). [End of Lecture 15]

Effective field theory. Since QCD is strongly coupled in this regime, let’s use

the knowing-the-answer trick: the low energy theory must include some fields that

represent the breaking of the symmetry (4.48). One way to do this is to introduce a

matrix field Σ that transforms like

SU(2)L × SU(2)R : Σ→ gLΣg†R, Σ† → gRΣ†g†L

(this will be called a linear sigma model, because Σ transforms linearly) – we have in

mind q̄αqβ ∼ Σαβ, a bit like the Hubbard-Stratonovich variable ρ in the density-density

channel. We can make singlets (hence an action) out of ΣαβΣ†βα = trΣΣ† ≡ |Σ|2:

L = |∂µΣ|2 − V(Σ) + · · · ,V(Σ) = −m2trΣΣ† +
λ

4

(
trΣΣ†

)2
+ gtrΣΣ†ΣΣ†, (4.49)

which is designed to have a minimum at 〈Σ〉 = V√
2

(
1 0

0 1

)
, with (when g → 0) V =

2m/
√
λ (here V is from (4.47)), which preserves SU(2)isospin (under which Σ→ gΣg†).

We can parametrize the fluctuations about this configuration as

Σ(x) =
V + σ(x)√

2
e

2iπa(x)τa

Fπ

where Fπ = V = 2m√
λ

is chosen to give πa(x) canonical kinetic terms. The πa parametrize

the directions of field space in which the potential is flat (like the field θ that goes

around the minimum of a wine-bottle potential). Under gL/R = eiθa
L/R

τa , the pion field

transforms as

πa → πa +
Fπ
2

(θaL − θaR)︸ ︷︷ ︸
nonlinear realization of SU(2)axial

− 1

2
fabc (θaL + θaR) πc︸ ︷︷ ︸

linear realiz’n (adj rep) of SU(2)isospin

.

The fields π±, π0 create pions, they transform in the adjoint representation of the

diagonal SU(2)isospin, and they shift under the broken symmetry. This shift symmetry

forbids mass terms π2. The radial excitation σ, on the other hand, is a fiction that

we’ve introduced in (4.49), and which has no excuse to stick around at low energies

122



(and does not), i.e. we expect it to have a mass of order the cutoff. We can put it out

of its misery by taking m→∞, λ→∞ fixing Fπ. In the limit, the useful field to use

is

U(x) ≡
√

2

V
Σ(x)|σ=0 = e

2iπaτa

Fπ (4.50)

which is unitary UU † = U †U = 1. This last identity means that all terms in an action

for U require derivatives, so (again) no mass for π. The most general Lagrangian for

U can be written as an expansion in derivatives, and is called the chiral Lagrangian:

Lχ =
F 2
π

4
trDµUD

µU †+L1tr
(
DµUD

µU †
)2

+L2trDµUDνU
†trDνU †DµU+L3trDµUD

µU †DνUD
νU †+· · ·

(4.51)

In terms of π, the leading term expands into

Lχ =
1

2
Dµπ

aDµπa+
1

F 2
π

(
−1

3
π0π0Dµπ

+Dµπ− + · · ·
)

+
1

F 4
π

(
1

18

(
π−π+

)2
Dµπ

0Dµπ0 + · · ·
)

This fixes the relative coefficients of many irrelevant interactions, all with two deriva-

tives, suppressed by powers of Fπ. The expansions of the Li terms have four derivatives,

and are therefore suppressed by further powers of E/Fπ, the promised small parameter

of this EFT.

Pion masses and the spurion method. The pions aren’t actually massless:

mπ± ∼ 140MeV. In terms of quarks, one source for such a thing is the quark mass

term LQCD 3 q̄Mq. This explicitly breaks the isospin symmetry if the eigenvalues of

M aren’t equal. But an invariance of LQCD is

qL/R → gL/RqL/R, M → gLMg†R. (4.52)

This is not a symmetry of QCD, because we are transforming a coupling constant.

But now consider a different theory where M is a field (such a fake field is sometimes

called a spurion). In this other system, where M were an actual dynamical field, (4.52)

is a symmetry. Consider integrating out all the horrors of QCD in that theory. In

the effective action that summarizes all the drama of strong-coupling QCD in terms of

pions, the field M must still be there, and if we transform it as in (4.52), it should still

be an invariance.

Now notice that none of this requires actually doing the integral over M – maybe

we’re going to do the path integral over M later. So even if M is not dynamical,

the efffective action, as a functional of M and the actual low-energy fields is still

constrained by the invariance (4.52)! We just have to play the usual EFT game and

write down all terms that respect the symmetry in a derivative expansion. Notice that

it also does not require M to be small. This ‘spurion’ trick, an important application

of procrastination, has applications all over physics.
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So the chiral lagrangian Lχ should depend on M and (4.52) should be an invariance.

We can play the EFT game again, but now with both πa and M as our dofs. We will

also assume that M is small and only keep the smallest powers of M . This determines

∆Lχ =
V 3

2
tr
(
MU † +MU †

)
+ · · · (4.50)

= V 3(mu +md)−
V 3

2F 2
π

(mu +md)
∑
a

π2
a +O(π3).

The coefficient V 3 is chosen so that the first term matches 〈q̄Mq〉 = V 3(mu+md). The

second term then gives

m2
π '

V 3

F 2
π

(mu +md)

which is called the Gell-Mann Oakes Renner relation.

SU(3) and baryons. A few more comments before we answer the previous ques-

tion. The strange quark mass is also pretty small ms ∼ 95MeV, and 〈s̄s〉 ∼ V 3.

This means the approximate invariance and symmetry breaking pattern is actually

SU(3)L × SU(3)R → SU(3)diag, meaning that there are 16 − 8 = 8 pseudo NGBs. Be-

sides π±,0, the others are the kaons K±,0,0̄ (there are two neutral kaons, a basis of which

is called long and short for their relative lifetimes, and another basis of which is called

K0 and K 0̄ which have definite isospin) and η. It’s still only the SU(2)L that’s gauged.

We can also include baryons B = εαβγqαqβqγ. Since q = (u, d, s) ∈ 3 of the flavor

SU(3), the baryons are in the representation

3⊗ 3⊗ 3 = (6⊕ 3̄)⊗ 3 = 10⊕ 8⊕ 8⊕ 1

⊗ ⊗ = ( ⊕ )⊗ = ⊕ ⊕ ⊕ (4.53)

The proton and neutron are in one of the octets. This point of view brought some

order (and some predictions) to the otherwise-bewildering zoo of hadrons.

Returning to the two-flavor SU(2) approximation, we can include the nucleons by

introducing new (Weyl fermion) fields NL/R =

(
p

n

)
L/R

. Where do the (large compared

to light quark and even pion masses) nucleon masses come from? The Dirac mass term

N̄LNR is not invariant under the full SU(2)L × SU(2)R and so is not allowed. But we

can couple the nucleon field to the pions by the symmetric coupling

L 3 λNNπN̄LΣNR. (4.54)

The expectation value for Σ gives a nucleon mass: mN = λNNπFπ, where λNNπ can be

measured by scattering. This is a cheap version of the Goldberger-Treiman relation;

for a better one see Peskin pp. 670-672.

Another consequence of the coupling (4.54) is an interaction between pions and

nucleons. This was how the existence of the pion was predicted by Yukawa: a nucleus
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is a bunch of protons and neutrons held together somehow in a small space – a strong

attractive short-ranged force overcomes the Coulomb repulsion between the protons.

Based on the separation between nucleons in the nucleus, Yukawa predicted a scalar

particle of mass m ∼ 100MeV , to get an attractive potential between nucleons of the

form V = λ2e−mr/r. The λ here is λNNπ.

Electroweak interactions and charged pion decay. You may have noticed

that I used covariant-looking Ds in (4.51). That’s because the SU(2)L symmetry we’ve

been speaking about is actually gauged by W a
µ . (The electroweak gauge boson kinetic

terms are in the · · · of (4.51).) Recall that

LWeak 3 gW a
µ

Jaµ − J5a
µ︸ ︷︷ ︸

‘V’ - ‘A’

 = gW a
µ

(
VijQ̄iγ

µ1− γ5

2
τaQj + L̄iγ

µτa
1− γ5

2
Li

)

where Q1 =

(
u

d

)
, L1 =

(
e

νe

)
are doublets of SU(2)L.

Now, in equations, the statement “a pion is a Goldstone boson for the axial SU(2)”

is:

〈0| J5a
µ (x)

∣∣πb(p)〉 = ipµFπe
−ip·xδab

where the state
∣∣πb(p)〉 is a one-pion state of momentum p. If the vacuum were invari-

ant under the symmetry transformation generated by Jµ, the BHS would vanish. The

momentum dependence implements the fact that a global rotation (pµ = 0) does not

change the energy. Contracting the BHS with ∂µx and using current conservation (ig-

noring the explicit breaking just mentioned) would give 0 = p2F 2
π = m2

πF
2
π , a massless

dispersion for the pions.

Combining the previous two paragraphs, we see that the following process can

happen

π
Goldstone→ J5

µ
electroweak interaction→ leptons

(4.55)

and in fact is responsible for the dominant decay channel of charged pions. (Time goes

from left to right in these diagrams, sorry.)

M(π+ → µ+ν̄µ) =
GF√

2
Fπp

µv̄νµγ
µ(1− γ5)uµ
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where the Fermi constant GF ∼ 10−5GeV −2 (known from e.g. µ− → e−ν̄eνµ ) is a good

way to parametrize the Weak interaction amplitude. Squaring this and integrating

over two-body phase space gives the decay rate

Γ(π+ → µ+ν̄µ) =
G2
FF

2
π

4π
mπm

2
µ

(
1− m2

µ

m2
π

)2

.

(You can see from the answer why the decay to muons is more important than the decay

to electrons, since mµ/me ∼ 200. This is called helicity suppression – the decay of the

helicity-zero π+ into back-to-back spin-half particles by the weak interaction (which

only produces L particles and R antiparticles) can’t happen if helicity is conserved

– the mass term is required to flip the eL into an eR.) This contributes most of

τπ+ = Γ−1 = 2.6 · 10−8s.

Knowing further the mass of the muon mµ = 106MeV then determines Fπ = 92MeV

which fixes the leading terms in the chiral Lagrangian. This is why Fπ is called the pion

decay constant. This gives a huge set of predictions for e.g. pion scattering π0π0 →
π+π− cross sections. [End of Lecture 16]

Neutral pion decay. The symmetry current J5,a=3 is both spontaneously broken

and anomalous. Because of this, the neutral pion can decay by the anomaly into two

photons:

qµ 〈p1ε1; p2ε2| J5,a=3
µ (q) |0〉 = −c e

2

4π2
ενλαβpν1ε

λ
1p

α
2 ε
β
2

where 〈p1ε1; p2ε2| is a state with two photons of polarizations ε1,2. We know this because

it is a matrix element of the JeJeJSU(2)−axial anomaly,

∂µJ
µ5a = − e2

16π2
ενλαβFνλFαβtr

(
τaQ2

)
where Q =

(
2/3 0

0 −1/3

)
is the quark charge matrix. Comments: (1) the U(1) sym-

metry generated by Jµ5,a=3 acts by u → eiθγ5
u, d → e−iθγ5

, and is not the same as

the anomalous U(1)A (which does qi → eiθγ5
qi for every flavor), and it’s also not the

same as isospin u→ eiθu, d→ e−iθ, which is not chiral, and not spontaneously broken.

Confusing! (2) Since the trace involves a sum over colors, the rate of π0 decay (known

since the 1940s) gives a measurement of the number of colors of QCD! (3) This effect

can and must be encoded in the Lagrangian for the pions by a term

L 3 Nc
e2

16π2
π0εµνρσFµνFρσ, (4.56)

where Nc = 3 is the number of colors. The effective field theory consistently realizes

the anomalies of the microscopic theory. This is another example of ‘t Hooft anomaly
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matching. How did we miss this term in our list of all terms that manifestly respect

the symmetries?

WZW terms in the chiral Lagrangian. Finally, I would be remiss not to men-

tion that the chiral Lagrangian must be supplemented by WZW terms to have the

correct realization of symmetries (in order to encode all the effects of anomalies, and

in order to violate π → −π which is not a symmetry of QCD). This is an important

additional ingredient in the EFT recipe book: although we wrote all the local La-

grangian terms that were manifestly consistent with the symmetries, this actually did

not account for all the symmetric terms that we can add to the action! The WZW

term can only be written in a manifestly-symmetric way at the expense of introducing

some extra dimension (or gauge redundancy).

The chiral Lagrangian governs a non-linear sigma model (NLσM)– a QFT whose

fields are maps from spacetime into some target space. In this case the target space is

the coset space G/H, where G is the full symmetry group (SU(Nf )L×SU(Nf )R) and H is

the unbroken subgroup SU(Nf )diagonal. We can parametrize this space by U = eiπaTa 2
Fπ

where the T a includes only generators of the broken part of the group, so the πa are

coordinates on G/H.

A WZW term is a term that we can sometimes add to a NLσM action; it is de-

fined by the fact that it is symmetric under some group G, but isn’t the integral of a

symmetric local Lagrangian density in D dimensions. Making it manifestly symmetric

requires the introduction of a fictitious extra dimension. This has the dramatic and

surprising consequence that its coefficient is quantized.

To get the idea, consider a model in D = 0 + 1 where the field variable ň takes

values on the unit sphere S2, 1 =
∑

a=1,2,3 ň
2
a. This is a special case of a nonlinear

sigma model whose target space is a coset space with G/H = SU(2)/U(1).

In order to write the WZW term in a manifestly symmetric way (under the SO(3)

of rotations of the sphere, we have to extend the field into a (possibly fictitious) extra

dimension whose coordinate is u.
We do this in such a way that the real system lives at u = 1:

ň(t, u = 1) ≡ ň(t), ň(t, u = 0) ≡ (0, 0, 1)

it goes to the north pole at the other end of the extra dimension for

all t. Consider periodic boundary conditions in time ň(β) = ň(0).

Then this means that the full space is really a disk with the origin at

u = 0, and the boundary at u = 1. Call this disk B, its boundary

∂B =M is the real spacetime (here a circle).
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We can write the WZW term in terms of the S2-valued field ň1,2,3 as

W0[ň] =
2π

Ω2

∫
B2

ňadňb ∧ dňcεabc =
1

4π

∫
M

dt (1− cos θ) ∂tφ.

The integrand here is the volume element of the image of a chunk of spacetime in

the target S2. If we integrate over the union of two balls with cancelling boundaries

B2 ∪ B̄2, we get an integer multiple of 2π (the integer is the winding number of the

map).

The coefficient k ofW1 in the action ∆S[ň] = kW0[ň] thus must be an integer, since

B1 and B̄1 give equally good definitions of W2, which differ by 2πk. So this ambiguity

will not affect the path integral if k ∈ Z.

Can you guess what familiar family of SO(3)-invariant quantum mechanics systems

parametrized by an integer is described by this path integral? Perhaps we will come

back and derive this fact using coherent-state path integrals.

A simple generalization of this is a model in D = d + 1 dimensions with a field

variable ň taking values on Sd+2. Then we can write a WZW term as

Wd[ň] =
2π

Ωd+2

∫
Bd+2

ňa0dňa1 ∧ · · · ∧ dnad+2εa0···ad+2
. (4.57)

The integrand is the volume element on the image of the chunk of spacetime. This

term is manifestly O(d + 3)-symmetric. Again the EOM depend only on the fields at

the boundary, and again the coefficient must be quantized.

The generalization to a group-valued variable U in any dimension is of the form

WD−1 = c

∫
BD+1

trU−1dU ∧ U−1dU ∧ · · · ∧ U−1dU︸ ︷︷ ︸
D + 1 of these

.

Such terms are interesting when πD+1(N ) is nontrivial, where N is the space where

the fields live (the target space, N = G/H when it arises by symmetry breaking), that

is, there are maps from SD+1 to N that cannot be smoothly deformed to the trivial

map where every point in the base space goes to the same point in the target. The
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variation of WD−1 with respect to U is (for even D)32:

δWD−1 = (D + 1)c

∫
BD+1

tr

(U−1dU
)D

δ
(
U−1dU

)︸ ︷︷ ︸
=U−1d(δUU−1)U

 (4.59)

= (D + 1)c

∫
BD+1

tr
{(
dUU−1

)D
d(δUU−1)

}
(4.60)

= (D + 1)c

∫
BD+1

dtr
{(
U−1dU

)D
U−1δU

}
(4.61)

Stokes
= (D + 1)c

∫
M

tr
{(
U−1dU

)D
U−1δU

}
which only depends on the field configuration on the actual spacetime M, not on

the extension to BD+1. Again there can be topologically distinct ways to make the

extension; demanding that they always give the same answer determines c in terms of

volumes of spheres (so that c
∫
SD+1 tr(U−1dU)D+1 ∈ Z is the winding number), and the

coefficient must be an integer multiple of 2π. (In D = 4, we have c = i
240π2 .)

This WZW term is less topological than the theta term we discussed above, in the

sense that it affects the equations of motion for the field ň(t) or U(x). The variation

of W is local in D dimensions. The following table gives a comparison between theta

terms and WZW terms for a field theory in D spacetime dimensions, on a spacetime

MD:

32Why do I restrict to even D?

tr
(
U−1dU

)D+1
= εµ1···µD+1tr

(
U−1∂µ1U · · ·U−1∂µD+1

U
)

but εµ1···µD+1 = −(−1)D+1εµD+1µ1···µD so WD−1 = (−1)DWD−1 vanishes for odd D. The step from

(4.60) to (4.61) also relies on this fact. Using 1 = U−1U and hence 0 = δ(U−1U) = d(U−1U), so that

dU−1 = −U−1dUU−1, (4.58)

the term by which (4.60) and (4.61) differ is

tr
{(
d
(
U−1dU

)D)
δUU−1

}
product rule

= tr
{(
dU−1 ∧ dU ∧

(
U−1dU

)D−1 − (U−1dU ∧ dU−1 ∧ dU ∧
(
U−1dU

)D−2
+ · · ·

)
δUU−1

}
(4.58)

= − tr
{(
U−1dU ∧ U−1dU ∧

(
U−1dU

)D−1 − U−1dUU−1 ∧ dUU−1 ∧ dU ∧
(
U−1dU

)D−2
+ · · ·

)
δUU−1

}
=tr

(1− 1 + 1− 1...)︸ ︷︷ ︸
D − 1 of these

(
U−1dU

)D−1
δUU−1

 D − 1 even
= 0.

See Weinberg, vol 2, §23.4 for more.
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theta term WZW term

H =
∫
MD

h WD−1 =
∫
BD+1

w, ∂BD+1 =MD

h = dq δw = dv

Doesn’t affect EOM Affects EOM

Invisible in perturbation theory
Appears in perturbation theory,

e.g. in beta functions

H ∈ Z for MD closed

Coefficient of H is 2π-periodic.

Coefficient of W ∈ 2πZ
in order for path integral to be well-defined.

Pion physics is the context where these terms were first discovered, and where it was

realized that their coefficients are quantized. In particular the coefficient of the WZW

term W3[U ] here is Nc, the number of colors, as Witten shows by explicitly coupling

to electromagnetism, and finding the term (4.56) that encodes π0 → γγ. Apparently

Witten realized that such a term was required because without it the chiral Lagrangian

had an extra symmetry under π → −π which is absent in QCD; the WZW term also

produces a 5-pion amplitude that violates this symmetry.

[End of Lecture 17]

One dramatic consequence here is that the chiral Lagrangian (with some higher-

derivative terms) has a topological soliton solution (the skyrmion) which is a fermion

if the number of colors of QCD is odd. The field configuration U(x, t) is constant in

time and approaches the vacuum at infinity, so we can regard it as a map

U : (space ∪∞ ∼ Sd)→ G/H, (4.62)

where G is the full symmetry group and H is the unbroken subgroup, so G/H is the

space of Goldstones (in the chiral Lagrangian, G/H = SU(3)× SU(3)/SU(3)preserved '
SU(3)broken). The configuration is topological in the sense that as a map from S3 →
G/H, it cannot be smoothly deformed to the trivial map – it represents a nontriv-

ial element of π3(G/H). Its nontriviality is witnessed by a winding number, which

can be written as the integral of a local density. In fact, the baryon number of this

configuration comes from the anomalous (WZW) contribution to the baryon number

current33

Bµ =
εµναβ
24π2

trU−1∂νUU
−1∂αUU

−1∂βU (4.63)

33Witten gives two arguments for this. One is by including the couplings to the SU(2)L electroweak

gauge bosons, he shows that this term is related by a gauge transformation to terms responsible for the

U(1)BSU(2)2
EW anomaly. The second is an appeal to a generalization of the calculation of Goldstone

and Wilczek described on the first homework.
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whose conserved charge
∫

space
B0 is exactly the winding number of the map from space

(plus the point at infinity) to the space of goldstones. And finally this object a fermion

because the WZW term evaluates to π on a spacetime trajectory where the soliton

makes a 2π rotation. So this object is a fermionic particle which carries baryon number.

It also carries isospin. It’s a nucleon! Above we added nucleon fields to the chiral

Lagrangian, but we actually didn’t need to – they were already there as solitonic

excitations. Note that the size of the soliton (the region of space over which the

fields vary) is determined by the higher-derivative terms in the chiral lagrangian, so we

shouldn’t take too seriously the substructure of the proton predicted by this picture.

But it doesn’t do too badly.

Constraints on solitons in scalar field theories. The fact that the chiral

Lagrangian has nontrivial, stable, static solitonic particle solutions merits some further

comment. The irrelevant terms actually play an important role. Without them, we

can show that no such stable solutions exist.

Derrick’s argument: Consider a field theory of scalars with 0-derivative and 2-

derivative terms. For purposes of finding static solutions, extremizing the action is the

same as extremizing the energy:

E[φ] =

∫
ddx

(
g(φ)

(
~∇φ
)2

+ V (φ)

)
≡ I1 + I2.

There could be multiple scalars, so for example, the argument applies to the leading

term in the chiral lagrangian L = tr (U−1∂U)
2
. We’ll assume I1 > 0, since otherwise

there is an obvious gradient instability of the theory.

Suppose we have a solution φ that extremizes E. To describe a particle excitation

of the vacuum, it must approach the vacuum value far away, φ(x)
x→∞→ φ0.

Now consider a dilated configuration φλ(x) ≡ φ(λx). Plugging in and changing

integration variables gives

E[φλ] =
I1

λd−2
+
I2

λd
.

Demanding that φ is a stationary point implies

0 = ∂λE[φλ]|λ=1 = (2− d)I1 − dI2 =⇒ I2 =
2− d
d

I1

and then

∂2
λE[φλ]|λ=1 = (2− d)(1− d)I1 + d(d+ 1)I2 = −2(d− 2)I1 < 0.

So the solution is unstable to dilations for d > 2.
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If we add a term with more derivatives, like I3 = 1
M4

∫
(~∇φ)6, it will contribute

positively to ∂2
λE[φλ]|λ=1 and the argument is no longer valid. The length scale 1/M

in front of this higher-derivative term then determines the size of the soliton.

I should also mention that WZW terms are important in the study of interacting

spin systems, for example in our understanding of the dependence on the s of Heisen-

berg spin-s chains (§4.1 here), and in phase transitions beyond the Landau-Ginzburg

(symmetry-breaking) paradigm (i.e. deconfined quantum criticality, §5.5 here).

4.10 Coherent-state path integral for spin systems

[Wen §2.3.1, Fradkin, Sachdev, QPT, chapter 13 and §2.2 of cond-mat/0109419]

I was trying to resist saying something about this, but I feel compelled to explain

the origin of the WZW term in the path integral for a spin system. I’ll skip most of

this in lecture.

Start with a spin one-half system, with

H 1
2
≡ span{|↑〉 , |↓〉}.

Define spin coherent states |~n〉 by34:

~σ · ~n |~n〉 = |~n〉 .

These states form another basis for H 1
2
; they are related to the basis where σz is

diagonal by:

|~n〉 = z1 |↑〉+ z2 |↓〉 ,
(
z1

z2

)
=

(
e−iϕ/2 cos θ

2
eiψ/2

e+iϕ/2 sin θ
2
eiψ/2

)
(4.64)

as you can see by diagonalizing ~n · ~σ in the σz basis. Notice that

~n = z†~σz, |z1|2 + |z2|2 = 1

and the phase of zα does not affect ~n (this is the Hopf fibration S3 → S2). In (4.64) I

chose a representative of the phase. The space of independent states is a two-sphere:

S2 = {(z1, z2)||z1|2 + |z2|2 = 1}/(zα ' eiχzα).

34For more general spin representation with spin s > 1
2 , and spin operator ~S, we would generalize

this equation to
~S · ~n |~n〉 = s |~n〉 .
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It is just the ordinary Bloch sphere of pure states of a qbit.

These states are not orthogonal (there are infinitely many of them and the Hilbert

space is only 2-dimensional!): the overlap between two of them is

〈ň|ň′〉 = z†z′ = (z?1 , z
?
2)

(
z′1
z′2

)
,

as you can see using the σz-basis representation (4.64). The (over-)completeness rela-

tion in this basis is: ∫
d2~n

2π
|~n〉〈~n| = 12×2. (4.65)

As always, we can construct a path integral representation of any amplitude by

inserting many copies of 1 in between successive time steps. For example, using (4.65)

many times, we can construct such a representation for the propagator:

iG(~nf , ~n0, t) ≡ 〈~nf | e−iHt |~n1〉

=

∫ M≡ t
dt∏

i=1

d2~n(ti)

2π
lim
dt→0
〈~n(t)|~n(tM)〉 ... 〈~n(t2)|~n(t1)〉 〈~n(t1)|~n(0)〉 (4.66)

with ~n0 = ~n(0), ~nf = ~n(t). (Notice that H = 0 here, so U ≡ e−iHt is actually the

identity.) The crucial ingredient is

〈~n(t+ ε)|~n(t)〉 = z†(dt)z(0)
0=1−1

= 1− z†(dt) (z(dt)− z(0)) ≈ e−z
†∂tzdt.

iG(~nf , ~n0, t) =

∫ ~n(t)=~nf

~n(0)=~n0

[D~n] eiSB [~n(t)], SB[~n(t)] =

∫ t

0

dtiz†ż . (4.67)

Even though the Hamiltonian of the spins was zero – whatever their state, they have

no potential energy and no kinetic energy – the action in the path integral is not zero.

This phase eiSB is a quantum phenomenon (again) called a Berry phase.

Starting from the action SB and doing the Legendre transform to find the Hamil-

tonian you will get zero. The first-derivative action says that z† is the canonical

momentum conjugate to z: the space with coordinates (z, z†) becomes the phase space

(just like position and momentum)! But this phase space is curved. In fact it is the

two-sphere

S2 = {(z1, z2)||z1|2 + |z2|2 = 1}/(zα ' eiψzα).

In terms of the coordinates θ, ϕ above, we have

SB[z] = SB[θ, ϕ] =

∫
dt

1

2

(
cos θφ̇+ ψ̇

)
|ψ=0 = 4πsW0[n̂]|s= 1

2
. (4.68)
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At the last step we chose a gauge ψ = 0. BIG CONCLUSION: This is the ‘area’

term that we studied above, with s = 1
2
! So the expression in terms of z in (4.67)

gives another way to write the area term which is manifestly SU(2) invariant; this

time the price is introducing these auxiliary z variables, with their gauge redundancy

z(t)→ eiχ(t)z(t).

Making different choices of the phase ψ at different times can shift the constant

in front of the second (ψ̇) term in (4.68); as we observed earlier, this term is a total

derivative. Different choices of ψ change the overall phase of the wavefunction, which

doesn’t change physics (recall that this is why the space of normalized states of a

qbit is a two-sphere and not a three-sphere). Notice that At = z†∂tz is like the time

component of a gauge field. Adding a total derivative to the action (by changing ψ(t))

imparts a gauge transformation.

The Berry phase SB[n] is geometric, in the sense that it depends on the trajec-

tory of the spin through time, but not on its parametrization, or speed or dura-

tion. It is called the Berry phase of the spin history because it is the phase ac-

quired by a spin that follows the instantaneous groundstate (i.e. adiabatic evolution)

|Ψ0(t)〉 of H(ň(t), t) ≡ −hň(t) · S, with h > 0. This is Berry’s adiabatic phase,

SB[ň] = − lim∂th→0

∫
dtIm 〈Ψ0(t)| ∂t |Ψ0(t)〉.

Since SB is geometric, like integrals of differential forms, let’s take advantage of this

to make it pretty and relate it to familiar objects. Introduce a vector potential (the

Berry connection) on the sphere Aa, a = x, y, z so that

SB =

∮
dτṅaA

a =

∮
γ

A
Stokes

=

∫
D

F

where γ = ∂D is the trajectory. (F = dA is the Berry curvature.) What is the correct

form? We must have (∇× A) · ň = εabc∂naA
bnc = 1 (for spin half). This is a monopole

field. Two choices that work are

A(1) = − cos θdϕ, and A(2) = (1− cos θ)dϕ.

These two expressions differ by the gauge transformation dϕ, which is locally a total

derivative. The first is singular at the N and S poles, ň = ±ž. The second is singular

only at the S pole. Considered as part of a 3d field configuration, this codimension two

singularity is the ‘Dirac string’. The demand of invisibility of the Dirac string quantizes

the Berry flux. The gauge transformations that move around the singularities of A are

accomplished by adding total derivatives to the action, i.e. by choosing ψ(t). For

example, by choosing ψ(t) = ±ϕ(t) we find the gauge that is nonsingular away from

the north and south poles, respectively.

If we redo the above coherent-state quantization for a spin-s system we’ll get the

expression with general s (see below). Notice that this only makes sense when 2s ∈ Z.
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We can add a nonzero Hamiltonian for our spin; for example, we can put it in an

external Zeeman field ~h, which adds H = −~h · ~S. This will pass innocently through

the construction of the path integral, adding a term to the action S = SB + Sh,

Sh =

∫
dt
(
s~h · ~n

)
where s is the spin.

We see that the system we get by ‘geomet-

ric quantization’ of the sphere is a quantum spin.

The quantized coefficient of the area is 2s: it de-

termines the dimension of the spin space to be

2s + 1. Here the quantization of the WZW term

is just quantization of angular momentum. (In higher-dimensional field theories, it is

something else.)

Deep statement: the purpose in life of the WZW term is to enforce the commutation

relation of the SU(2) generators, [Si,Sj] = iεijkSk. It says that the different components

of the spin don’t commute, and it says precisely what they don’t commute to.

Incidentally, another way to realize this system whose action is proportional to the

area of the sphere is to take a particle on the sphere, put a magnetic monopole in the

center, and take the limit that the mass of the particle goes to zero. In that context,

the quantization of 2s is Dirac quantization of magnetic charge. And the degeneracy

of 2s + 1 states is the degeneracy of states in the lowest Landau level for a charged

particle in a magnetic field; the m→ 0 limit gets rid of the higher Landau levels (which

are separated from the lowest by the cylotron frequency, eB
mc

).

In the crucial step, we assumed the path z(t) was smooth enough in time that

we could do calculus, z(t + ε) − z(t) = εż(t) + O(ε2). Is this true of the important

contributions to the path integral? Sometimes not, and we’ll come back to this later.

I’ve written the path integral for a single spin. The generalization to a many body

spin system is simple in principle: just do the above for each site.

Digression on s > 1
2
. [Auerbach, Interacting Electrons and Quantum Magnetism]

I want to say something about larger-spin representations of SU(2), partly to verify

the claim above that it results in a factor of 2s in front of the Berry phase term. Also,

large s allows us to approximate the integral by stationary phase.

In general, a useful way to think about the coherent state |ň〉 is to start with the

maximal-spin eigenstate |s, s〉 of Sz (the analog of spin up for general s), and rotate it

by the rotation that takes Sz to S · ň:

|ň〉 = R(χ, θ, ϕ) |s, s〉 .
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The form of R involves Euler angles; let’s find a better route than remembering about

Euler angles.

Schwinger bosons. The following is a helpful device for spin matrix elements.

Consider two copies of the harmonic oscillator algebra, with modes a, b satisfing [a, a†] =

1 = [b, b†], [a, b] = [a, b†] = 0. Then the objects

S+ = a†b, S− = b†a, Sz =
1

2

(
a†a− b†b

)
satisfy the SU(2) algebra. The no-boson state |0〉 is a singlet of this SU(2), and the

one-boson states

(
a† |0〉
b† |0〉

)
form a spin-half doublet.

More generally, the states

Hs ≡ span{|na, nb〉 |a†a+ b†b ≡ na + nb = 2s}

form a spin-s representation. Algebraic evidence for this is

the fact that ~S2Ps = s(s + 1)Ps , where Ps is the projector

onto Hs. The spin-s eigenstates of Sz are

|s,m〉 =
(a†)s+m√
(s+m)!

(b†)s−m√
(s−m)!

|0〉 .
[nice figure from Arovas and Auerbach,

0809.4836.]

The fact that

(
a† |0〉
b† |0〉

)
=

(
a†

b†

)
|0〉 forms a doublet means that

(
a†

b†

)
itself must be

a doublet. But we know how a doublet transforms under a rotation, and this means

we know how to write the coherent state:

|ň〉 = R|s, s〉 = R (a†)2s√
(2s)!

|0〉 = R (a†)2s√
(2s)!

R−1R|0〉 =
(a′†)2s√

(2s)!
|0〉 =

(z1a
† + z2b

†)2s√
(2s)!

|0〉 .

Here

(
z1

z2

)
=

(
eiϕ/2 cos θ

2
eiψ/2

e−iϕ/2 sin θ
2
eiψ/2

)
as above35.

But now we can compute the crucial ingredient in the coherent state path integral,

the overlap of successive coherent states:

〈ň|ň′〉 =
e−is(ψ−ψ′)

(2s)!
〈0| (z?1a+ z?2b)

2s(z′1a
† + z′2b

†)2s |0〉︸ ︷︷ ︸
Wick

= (2s)!([z?1a+z?2b,z
′
1a
†+z′2b

†])
2s

= e−is(ψ−ψ′)(z?1z
′
1+z?2z

′
2)2s =

(
e−i(ψ−ψ′)/2z† · z′

)2s

.

35Sometimes you may see the notation z1 ≡ u, z2 ≡ v.
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Here’s the point: this is the same as the spin-half answer, raised to the 2s power. This

means that the Berry phase just gets multiplied by 2s, S
(s)
B [n] = 2sS

( 1
2)

B [n] = 4πsW0[n],

as we claimed.

Semi-classical spectrum. Above we found a path integral representation for

the Green’s function of a spin as a function of time, G(nt, n0; t). The information

this contains about the spectrum of the hamiltonian can be extracted by Laplace

transforming

G(nt, n0;E) ≡ −i

∫ ∞
0

dtG(nt, n0; t)ei(E+iε)t

and taking the trace

Γ(E) ≡
∫
d2n0

2π
G(n0, n0;E) = Tr

1

E −H + iε
.

This function has poles at the eigenvalues of H. Its imaginary part is the spectral

density, ρ(E) = 1
π
ImΓ(E) =

∑
α δ(E − Eα).

Its path integral representation is then

Γ(E) = −i

∫
dt

∮
Dň ei((E+iε)t+sS[n]).

The
∮

indicates periodic boundary conditions, ň(0) = ň(t), and S[n] = SB[n] −∫ t
dt′Hcl[n]/s. Here Hcl[n] ≡ 〈ň|H |ň〉.
At large s, field configurations that vary too much in time are cancelled out by the

rapidly oscillating phase, that is: we can try to do these integrals by stationary phase.

The stationarity condition for the n integral is the equations of motion 0 = ṅ×n−∂nHcl.

If H = ~h · S, this gives the Landau-Lifshitz equation for precession. We keep only

solutions periodic with t = nT an integer multiple of the period T . The stationarity

condition for the t integral is

0 = E + ∂tS[n] = E −Hcl[n].

In the second equality we used the fact that the Berry phase is geometric, it depends

only on the trajectory, not on t (how long it takes to get there). So the semiclassical

trajectories are periodic solutions to the EOM with energy E = Hcl[n
E]. The exponent

evaluated on such a trajectory is then just the Berry term. Denoting by nE1 such

trajectories that traverse once (‘prime’ orbits),

Γ(E) ∼
∑
nE1

∞∑
m=0

eimsSB [n] =
∑
nE1

eisSB [n]

1− eisSB [n]
.
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This is an instance of the Gutzwiller trace formula. The locations of poles of this func-

tion approximate the eigenvalues of H. They occur at E = Em
sc such that SB[~nEm ] =

2πm
s
, with m ∈ Z. The actual eigenvalues are Em = Em

sc +O(1/s).

If the path integral in question were a 1d particle in a potential, with SB =
∫
pdx,

and Hcl = p2 + V (x), the semiclassical condition would reduce to

2πm =

∮
xEm

p(x)dx =

∫
turning points

√
Em − V (x)

the Bohr-Sommerfeld condition.
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4.11 Topological terms from integrating out fermions

[Abanov ch 7] Here is a much simpler example (than QCD) where WZW terms in

an EFT remember a topological property of the microscopic theory. Consider a 0+1

dimensional model of spinful fermions cα, α =↑, ↓ coupled to a single spin s, ~S. Let’s

couple them in an SU(2)-invariant way:

HK = M
(
c†~σc

)
· ~S

by coupling the spin of the fermion c†α~σαβcβ to the spin. ‘K’ is for ‘Kondo’. Notice

that M is an energy scale. M > 0 is an antiferromagnetic interaction between the spin

of the fermion mode and the spin ~S. (Exercise: find the spectrum of HK .)

Now apply both of the previous coherent state path integrals that we’ve learned to

write the (say euclidean) partition sum as

Z =

∫
[DψDψ̄Dň]e−S0[n]−

∫ T
0 dtψ̄(∂t−M~n·~σ)ψ

where ψ = (ψ↑, ψ↓) is a two-component Grassmann spinor, and ~σ are Pauli matrices

acting on its spinor indices. ň2 = 1. Let S0[n] =
∫
Kṅ2 + (2s)2πW0[n], where I’ve

added a second-order kinetic term for reasons we’ll see below.

First of all, consider a fixed, slowly-varying configuration of ň. What does this do

to the propagation of the fermion? I claim that it gaps out the fermion excitations, in

the sense that 〈
T c†α(t)cβ(0)

〉
=
〈
ψ̄α(t)ψβ(0)

〉
will be short-ranged in time. Let’s see this using the path integral.

We can do the (gaussian) integral over the fermion, to get:

Z =

∫
[D~n]e−Seff[~n]

with

Seff[~n] = S0[~n]− log det (∂t −M~n · ~σ) ≡ S0 − log detD ≡ S0 + S1.

The variation of the new term in the effective action under a variation of ~n is:

δS1 = −tr
(
δDD−1

)
= −tr

(
δDD†

(
DD†

)−1
)

where D† ≡ −∂t −M~n · ~σ. This is

δS1 = Mtr

δ~n · ~σ (∂t +M~n · ~σ)

−∂2
t +M2 −M~̇n · ~σ︸ ︷︷ ︸

=DD†

−1 . (4.69)
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We can expand the denominator in ~̇n/M (and use n2 = 1) to get

δS1 =

∫
dt

(
− M

|M |
1

2
δ~n ·

(
~n× ~̇n

)
+

1

4M
δ~̇n~̇n+ ....

)
where ... is higher order in the expansion and we ignore it. But we know this is the

variation of

S1 = −2π
M

|M |W0 +

∫ T

0

dt

(
1

8M
~̇n2

)
+O

(
ṅ

M

)3

where W0 is the WZW term. Integrating out the fermions has shifted the coefficient of

the WZW term from s→ s∓ 1
2

depending on the sign of M . This is satisfying: we are

adding angular momenta, s⊗ 1
2

=
(
s− 1

2

)
⊕
(
s+ 1

2

)
. If M > 0, it is an antiferromagnetic

interaction whose groundstates will be the ones with smaller eigenvalue of ~S2. If M < 0,

it is ferromagnetic, and the low-energy manifold grows. This agrees precisely with the

coefficient of the WZW term in our effective action, which is 4π
(
s− 1

2
sign(M)

)
.

Here is a more direct (?) calculation of the fermion determinant S1 (also from

Abanov).

S1 = − ln detD = −Tr lnD
?
= −Tr ln D̃ (4.70)

where D̃ ≡ U †DU = ∂t − ia−Mσ3 where we’ve defined the unitary transformation U

so that

σ3 !
= U †~n · ~σU, and a ≡ U †i∂tU.

In terms of the free propagator G−1
0 ≡ ∂t −Mσ3, we can write

D̃ = G−1
0 (1−G0ia).

Then we can expand in powers of a

S1 = −Tr ln D̃ = Tr

(
lnG0 +G0ia+

1

2
(G0ia)2 + · · ·

)
≡ S(0) + S(1) + · · · .

The first term is some constant which we ignore. The term linear in a is

S(1) = trG0ia = = trσ

∫
dsdtG0(s− t)a(t)δ(t− s) (4.71)

= trσ

∫
d̄ω

eiωdt

−iω −Mσ3︸ ︷︷ ︸
=θ(Mσ3)

iaω=0 = −sign(M)i

∫
dta3(t). (4.72)

Here a3 ≡ 1
2
trσaσ

3 = 1
2

cos θϕ̇. In evaluating G(t = 0), I used a point-splitting regular-

ization motivated by the derivation of the path integral. From this we conclude

S(1) = −2πsign(M)W0[n].
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Similarly, the next term is

S(2) =
1

2
tr(G0ia)2 = (4.73)

=
1

2

∫
d̄ω1

∫
d̄ω2trσ

(
1

−iω1 −Mσ3
ia−ω2

1

−i(ω1 + ω2)−Mσ3
iaω2

)
(4.74)

=
1

8M

∫
d̄ωtrσ

(
a−ωaω − σ3a−ωσ

3aω
)(

1 +O
(

1

M

))
(4.75)

=
1

2M

∫
dt
(
a2

1 + a2
2

)(
1 +O

(
1

M

))
=

1

8M

∫
dt (∂t~n)2

(
1 +O

(
1

M

))
.

(4.76)

To see (4.75), note that unless there is a σ1 or σ2 in between the two propagators,

their poles are on the same side of the frequency contour, and so we get zero by closing

the contour on the opposite side:∫ ∞
−∞

d̄ω
1

−iω1 − s1M

1

−i(ω1 + ω)− s2M
=

{
0, if s1 = s2

1
2M−iωs1

= 1
2M

(
1 +O

(
ω
M

))
, if s1 = −s2

(4.77)

We could also do the integral by the methods we used for fermion loops in QED, like

Feynman parameters.

The second term in S1 is a shift of K. Higher-order terms are suppressed by more

powers of ṅ
M

, so for ṅ�M , this is a local action. That means that the coupling to n

must have gapped out the fermions. That the term proportional to M is a funny mass

term for the fermions is clear from the expression for DD† in (4.69): when n is static,

DD† = −∂2
t +M2, so that the fermion propagator is〈

ψ̄α(t)ψβ(0)
〉

=

(
1

D

)
t

=

(
D†

DD†

)
t

=

∫
d̄ω

eiωt (δαβω + iM~n · σαβ)

ω2 +M2
∼ e−Mt

which is short-ranged in time. So indeed the fermions are fast modes in the presence

of the coupling to the n-field.

Why did I put a question mark in (4.70)? If we redefine U by U → Ueiσ3ψ(t),

a → e−iσ3ψ(a − i∂t)e
iσ3ψ transforms like a gauge field, and the action S1 changes by∫

dtψ̇, a total derivative.

Such topological terms are one way in which some (topological) information from

short distances can persist in the low energy effective action. Being quantized, they

can’t change under the continuous RG evolution. The WZW term manages to be
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independent of M , the mass scale of the fermions. Here the information is that the

system is made of fermions (or at least a half-integer spin representation of SU(2)).

The above calculation generalizes well to higher dimensions. The general idea is

that integrating out fermions with Yukawa terms involving bosons φ produces WZW

terms for φ. This is how the theory of φ remembers that the system is made of fermions.

For many examples of its application, see this paper. (For more context for this paper

see §5.5 here).
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4.12 Heavy quarks and non-relativistic fermions

Earlier, we found a description of a non-relativistic field by starting with a relativistic

scalar field and focusing on its slow-moving excitations. We could ask the analogous

question about fermions. One good motivation to do so is that b and c quarks are

much heavier than u, d, s, and quite a bit about the hadrons containing them can be

understood using an EFT that takes advantage of this fact.

[Manohar and Wise, Heavy Quark Physics, especially §2.6 and §4.1] Let pµ = mvµ+

kµ, where vµvµ = 1, so kµ describes some (small) deviation from an on-shell momentum.

The quark propagator is i times

/p+m

p2 −m2 + iε
=

m/v +m+ /k

2mv · k + k2 + iε

k small' 1 + /v

2

1

v · k + iε
. (4.78)

Here

P+
v =

1 + /v

2

vµ=(1,~0)µ−→ 1 + γ0

2
(4.79)

is the projector onto the particle (as opposed to antiparticle) component of the 4-

component spinor. So we can decompose the (heavy) quark field into

Q(x) ≡ e−imv·x (Q+
v (x) +Q−v (x)

)
(4.80)

where

Q±v (x) ≡ eimv·xP±v Q(x) = eimv·x1± /v
2

Q(x). (4.81)

The field Q−v creates antiparticles and its effects will be suppressed by 1/m.

First, just ignoring Q−v , the quark Lagrangian becomes

Q̄
(
i /D −m

)
Q|Q−=0 = Q̄+

v i /DQv = Q̄+
v iv ·DQ+

v (4.82)

where in the last step we inserted P+
v next to both fields; to see the final (m-independent)

expression evaluate it in the rest frame and then boost. The propagator coming from

(4.82) is exactly (i times) the final expression in (4.78). In the rest frame, vµ = (1,~0)µ,

this is just Q̄+i∂tQ
+, with no spatial derivatives.

This Lagrangian on the RHS of (4.82) has some emergent symmetries not present in

the full quark Lagrangian. In particular, it has heavy quark flavor symmetry, rotating

different species of heavy quarks amongst each other (since it does not depend on their

mass). Also, spin-orbit couplings are gone, so the spin rotations of the heavy quarks

decouples from the rotations and becomes an independent symmetry.

If we, more properly, keep Q−v , the Lagrangian is

Q̄
(
i /D −m

)
Q = Q̄+

v iv ·DQ+
v + Q̄−v (iv ·D + 2m)Q−v + Q̄+

v i /DQ−v + Q̄−v i /DQ+
v . (4.83)

143



For a general 4-vector, let Xµ
⊥ = Xµ − (x · v)vµ be the component of Xµ transverse

to vµ. Since Q̄+
v /vQ

−
v = 0, Q̄+

v i /DQ−v = Q̄+
v i /D⊥Q

−
v . Note also that Q̄+

v Q
−
v = 0 as

you can see using Q±v = P±Q
±
v . You can see from this expression that Q−v creates

an excitation with minimum energy 2m, so we can integrate it out. The leading

order contribution (the only one if we ignore gauge field interactions) is at tree level:

(iv ·D + 2m)Q−v = i /D⊥Q
+
v , and plugging this back into the Lagrangian gives

Leff = Q̄+
v

(
iv ·D + i /D⊥

1

2m+ iv ·D i /D⊥

)
Q+
v (4.84)

= Q̄+
v

(
iv ·D − 1

2m
/D⊥ /D⊥

)
Q+
v +O(m−2). (4.85)

The new object is
/D⊥ /D⊥ = D2

⊥ +
g

2
σµνF

µν . (4.86)

Since they depend on m, both terms break the heavy-quark flavor symmetry, and the

second term also violates the heavy-quark spin rotation symmetry.

This is what I meant about ‘integrating out

antiparticles’, which was not necessary in

the scalar case. At right is a nice diagram

from 2505.03566, about which I’ll say more

in the next section, where we’ll see that this

system has an addition symmetry of a new

kind, a one-form symmetry.

`0

|~̀|

pµ
kµ

`µ

Q−v

Q+
v

p 2
= m 2
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5 Generalized symmetries

Maybe it is obvious that it is a good idea to try to look for more possible symmetries of

QFT and quantum many-body systems. Symmetries imply selection rules. Symmetries

provide RG invariants, for example in the form of ’t Hooft anomalies.

One perhaps-less-obvious motivation for wanting to generalize our notion of sym-

metry is the following. Landau told us that phases of matter are classified by how they

represent their symmetries, this is called the Landau paradigm. For example, we can

distinguish a magnet from a paramagnet by whether or not the groundstate sponta-

neously breaks a (spin-rotation) symmetry. Let me attempt to paraphrase the Landau

Paradigm:

1. Phases of matter should be labelled by how they represent their symmetries, in

particular whether they are spontaneously broken or not.

2. A further belief that comes with this point of view is that gapless degrees of free-

dom, or groundstate degeneracy, in a phase, should be swept out by a symmetry.

That is, they should arise as Goldstone modes for some spontaneously broken

symmetry.

3. The degrees of freedom at a critical point are the fluctuations of the order pa-

rameter.

Beyond its conceptual utility, this perspective has a weaponization, in the form of

Landau-Ginzburg theory, in terms of which we may find representative states, under-

stand gross phase structure, and, when suitably augmented by the renormalization

group (RG), even quantitatively describe phase transitions.

In the past few decades, there’s been an enormous effort in condensed matter physics

of discovering phases of matter that are distinguished by properties that apparently

have nothing to do with symmetry, they are called topological phases. In the intro-

ductions to talks on such subjects Landau has really taken a beating. Indeed there

are many apparent exceptions to the Landau Paradigm. Let me list some apparent

exceptions to item 1:

• Topologically-ordered states. These are phases of matter distinguished from

the trivial phase by something other than a local order parameter. Symptoms

include a groundstate degeneracy that depends on the topology of space, and

anyons, excitations that cannot be created by any local operator. Real examples

found so far include fractional quantum Hall states, as well as gapped spin liquids.
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• Other deconfined states of gauge theory. This category includes gapless

spin liquids such as spinon Fermi surface or Dirac spin liquids (most candidate

spin liquid materials are gapless). Another very visible manifestation of such a

state is the photon phase of quantum electrodynamics in which our vacuum lives.

• Fracton phases. Gapped fracton phases are a special case of topological order,

where there are excitations that not only cannot be created by any local operator,

but cannot be moved by any local operator.

• Topological insulators. Here we can include both free-fermion states with

topologically non-trivial bandstructure, as well as interacting symmetry-protected

topological (SPT) phases.

• Landau Fermi liquid.

But it turns out that Landau was more right than we thought. Many of these

topological phases actually can be understood in terms of symmetry, but a more general

notion of symmetry.

[End of Lecture 18]

5.1 What is a symmetry of a quantum many-body system?

Let’s begin by considering the familiar case of a continuous (soon-to-be-called 0-form)

symmetry. Noether’s theorem guarantees a conserved current Jµ satisfying ∂µJµ = 0.

In the useful language of differential forms, this is d ? J = 0, where ? is the Hodge

duality operation36. This continuity equation has the consequence that the charge

QΣ =
∫

ΣD−1
?J =

∫
nµΣJµ is independent of the choice of time-slice Σ. (Σ here is a

closed d-dimensional surface, of codimension one in spacetime, and nµΣ is a normal

vector. If Σ is the surface of fixed t, then QΣ =
∫
ddxJ0(x, t).) That is, if we deform Σ

to some other Σ′ through some region R, with ∂R = Σ′ ∪ Σ̄, then the change in Q is

QΣ′ −QΣ =

∫
Σ′
?J −

∫
Σ

?J
Stokes

=

∫
R

d ? J = 0 (5.1)

Notice that this is a topological condition. In particular, since QΣ is independent of

shifts of the time coordinate, 0 = Q̇Σ = i[H,QΣ], so QΣ commutes with the Hamil-

tonian, the generator of time translations, and therefore so does the unitary operator

36The Hodge dual of a p-form ωp on a D-dimensional space with metric gµν has components

(?ωp)µ1···µD−p =
√

det gεµ1···µDω
µD−p+1···µD
p , where indices are raised with the inverse metric gµν

and εµ1···µD is the antisymmetric Levi-Civita symbol.
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Uα = eiαQ, which we call the symmetry operator or symmetry defect operator or topo-

logical defect operator37.

If the charge is carried by particles, QΣ counts the number of particle worldlines

piercing the surface Σ (as in Fig. 9, left), and the conservation law Q̇ = 0 says that

charged particle worldlines cannot end except on charged operators. If instead of a

U(1) symmetry, we only had a discrete Zp symmetry we could simply restrict α ∈
{0, 2π/p, 4π/p...(p− 1)2π/p} in the symmetry operator Uα. In that case, particles can

disappear in groups of p.

Objects charged under a 0-form symmetry are created by local operators. Local

operators transform under the symmetry by O(x) → UαO(x)U †α = eiqαO(x), dα =

0, where q is the charge of the operator. The infinitesimal version is: δO(x) =

i[Q,O(x)] = iqO(x).

An old-fashioned symmetry is an action on the degrees of freedom that preserves

the action functional S. Noether’s theorem relates symmetries to topological defect

operators Ug(Σ) (or symmetry operators). The fact that the symmetry actions form

a group implies that these operators enjoy the “fusion rule” Ug(Σ)Ug′(Σ) = Ugg′(Σ)

(up to possible interesting phases). Since the discussion of topological defect operators

can be pretty abstract, let’s give a very concrete example.

A very concrete example of a topological defect oper-

ator: Let’s think about the nearest-neighbor Ising model on

a Euclidean lattice of any dimension, Z =
∑
{σ} e

−S[σ], with

S[σ] =
∑
〈xy〉

Jxyσxσy. The topological defect operator U−1(Σ)

is an instruction to flip the sign of J for any bond crossing Σ.

(The −1 is the nontrivial element of the group Z2 = {1,−1}
in multiplicative notation.) That is:

〈· · ·U−1(Σ)〉 = Z−1
∑
{σ}

(· · ·) e−S|J`→−J` if Σ crosses ` (5.2)

where · · · is any collection of operators made of the spins.

If Σ′−Σ = ∂R, U−1(Σ) and U−1(Σ′) are related by redefining

σx → −σx for x ∈ R, so U is topological. This implies that

σx is charged:

〈· · ·σxU−1(Σ)〉 = −〈· · ·σxU−1(Σ′)〉 if x ∈ R. (5.3)

37Throughout I will assume that the normalization is such that Q ∈ Z, so that α ≡ α+ 2π.
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The interesting realization of recent years is that it’s useful to reverse our perspec-

tive on Noether’s theorem. Topological defect operators are a sufficient condition for

symmetry, and for most of our uses of symmetry we don’t really care about the action

on the degrees of freedom. This allows us to treat continuous and discrete symmetries

on equal footing. Further, in your studies of field theory you may have noticed an

awkward asymmetry between quantities that are conserved by Noether’s theorem and

quantities that are conserved because of topology of field space (like soliton numbers).

This is awkward because we know that this distinction is not invariant under dualities,

which can exchange field quanta and solitons. The new perspective is clearly better

because it treats Noether symmetries and topological symmetries on equal footing.

And most importantly it allows generalizations.

So from the old-fashioned point of view, a symmetry implies a collection of operators

{Ug} with the following properties

1. [H,Ug] = 0.

2. Ug respects locality: if O(x) is a local operator, so is UgO(x)U †g .

3. Ug is supported on a whole constant-time slice.

4. Ug are fully topological.

5. {Ug} form a group Ug1Ug2 = Ug1g2 .

Of these properties, the only ones we really can’t give up are the first and second38.

Let’s start by giving up the third condition.

5.2 Higher-form symmetry

The concept of higher-form symmetry that we review here was explained here. It is

easiest to introduce using a relativistic notation. Indices µ, ν run over space and time.

Now let us consider a continuous 1-form symmetry. This means that there is a

conserved current that has two indices, and is completely antisymmetric:

Jµν = −Jνµ with ∂µJµν = 0. (5.4)

We can regard J as a 2-form and write the conservation law (5.4) as d ? J = 0. As

a consequence, for any closed codimension-two locus in spacetime ΣD−2, the quantity

38I especially require the second condition because it rules out projectors onto eigenstates of H.
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Figure 9: Left: In the case of an ordinary 0-form symmetry, the charge is integrated over a

codimension-one slice of spacetime ΣD−1, often a slice of constant time. All the particle world-

lines (blue curves) must pass through this hypersurface. Right: The charge of a 1-form symmetry is

integrated over a codimension-two locus of spacetime ΣD−2 (a string in the case of D = 2 + 1). This

surface intersects the worldsheets of strings (blue sheet).

QΣ =
∫

ΣD−2
?J depends only on the topological class of Σ. The analog of the symmetry

operator is the unitary operator

Uα(Σ) = eiαQΣ . (5.5)

Notice that reversing the orientation of Σ produces the adjoint of U : Uα(−Σ) = U †α(Σ).

The charge QΣ in the 1-form case counts the number of charged string worldsheets

intersecting the surface Σ (as in Fig. 9, right). The conservation law (5.4) then says

that charged string worldsheets cannot end except on charged operators. The objects

charged under a 1-form symmetry are loop operators, W (C). Fixing a constant-time

slice MD−1, such a loop operator transforms as

W (C)→ Uα(Σ)W (C)U †α(Σ) = eiα
∮
C ΓΣW (C), dΓΣ = 0. (5.6)

Here ΣD−2 ⊂ MD−1 is any closed (D − 2)-manifold, and ΓΣ is its Poincaré dual in

MD−1, in the sense that
∫
MD−1

η(D−2) ∧ΓΣ =
∫

ΣD−2
η(D−2) for all η; dΓΣ = 0 because Σ

has no boundary. The infinitesimal version of this transformation law is

δW (C) = i[QΣ,W (C)] = iq# (Σ, C)W (C), (5.7)

where #(Σ, C) is the intersection number in M .
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In the case of a discrete 1-form symmetry, there is no current, but the symmetry

operator Uα(Σ) is still topological. If the 1-form symmetry group is Zp, strings can

disappear or end only in groups of p.

For general integer p ≥ −1, a p-form symmetry means the existence of topological

operators Uα(ΣD−p−1) labelled by a group element α and a closed codimension-(p+ 1)

submanifold of spacetime39. For coincident submanifolds, these operators satisfy the

“fusion rule” Uα(Σ)Uβ(Σ) = Uα+β(Σ). The operators charged under a p-form symmetry

are supported on p-dimensional loci, and create p-brane excitations. The conservation

law asserts that the (p+ 1)-dimensional worldvolume of these excitations will not have

boundaries.

For p ≥ 1, the symmetry operators commute with each other – higher-form symme-

tries are abelian. To see this, consider a path integral representation of an expectation

value with two symmetry operators U(Σ1)U(Σ2) inserted on the same time slice t. The

ordering of the operators can be specified in the path integral by shifting the left one

to a slightly later time t+ ε. If p ≥ 1, then Σ1,2 have codimension larger than one, and

their locations can be continuously deformed to reverse their order.

Action of higher form symmetry operators in Hamiltonian description.

The relation between the spacetime point of view on higher-form symmetries

and the Hamiltonian point of view common in the condensed matter literature

can be confusing. Above I have written the expression for the transformation as

U(Σ)W (C)U †(Σ). This operator ordering is obtained by placing the support of

these operators on successive time slices. Since U is topological, from a spacetime

point of view, the same result obtains if instead we deform the surfaces Σ and

−Σ to a single surface S in spacetime that surrounds the locus C, as illustrated

here in cross-section:

t −Σ
C

Σ
= C S (5.8)

The variation of the operator then depends on the linking number of S and C in

spacetime.

Here is a recipe for thinking about this:

Choose a constant-time slice MD−1. For each ΣD−p−1 ⊂MD−1,

W (Cp) 7→ Uα(ΣD−p−1)W (Cp)U
†
α(ΣD−p−1) = e

iαq
∮
Cp

δΣW (Cp) (5.9)

where δΣ is the Poincaré dual of ΣD−p−1 in MD−1:
∫
MD−1

ηD−p−1 ∧ δΣ =∫
ΣD−p−1

ηD−p−1, ∀ηD−p−1. (dδΣ = 0 since ∂Σ = 0.)

39p = −1 is a bit funny. You can read about it here.
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• Uα(−Σ) = U−α(Σ) = U †α(Σ).

• Infinitesimal version: δW (C) = i[QΣ,W (C)] = iq#MD−1
(Σ, C)W (C) =

iq`MD−1
(S,C)W (C)

• If we assume Lorentz symmetry:

O(C)→ Uα(Σ)O(C)U †α(Σ) = Uα(S)O(C) (5.10)

in the euclidean path integral.

Physics examples of higher-form symmetries. A higher-form symmetry can

be exact:

• Maxwell theory in D = 3 + 1 with electric charges but no magnetic charges

has a continuous 1-form symmetry with current Jµν(m) = 1
4π
εµνρσFρσ ≡ 1

2π
(dÃ)µν .

The statement that this current is conserved ∇µJ
µν
(m) = 0 is the Bianchi identity

expressing the absence of magnetic charge. The symmetry operator is U
(m)
α (Σ) =

e
iα
2π

∫
Σ F . The fact that the charge operator

∫
Σ
F depends only on the topological

class of Σ is the magnetic gauss law – when Σ is contractible, it counts the number

of magnetic monopoles inside. This symmetry shifts the dual gauge field Ã by a

flat connection; the charged line operator is the ’t Hooft line, W (m)[C] = ei
∮
C Ã.

In free Maxwell theory without electric charges, there is a second 1-form current,

J(e) = F whose charged operator is the Wegner-Wilson line W (e)[C] = ei
∮
C A. The

symmetry operator for this ‘electric’ 1-form symmetry is U
(e)
α (Σ2) = e

i 2α
g2

∫
Σ2

?F
,

which (by canonical commutators) shifts the gauge field A by a flat connection.

As we’ll discuss below, this symmetry survives the presence of charged matter as

long as there is no particle production, as for example in the heavy-quark EFT

in (4.84).

• Pure SU(N) gauge theory or ZN gauge theory or U(1) gauge theory with charge-

N matter has a ZN 1-form symmetry, called the ‘center symmetry’. The charged

line operator is the Wegner-Wilson line in the minimal irrep, W [C] = trPei
∮
C A.

... or it can be emergent.

• When we spontaneously break a 0-form U(1) symmetry in d = 2, there is an

emergent 1-form U(1) symmetry whose charge counts the winding number of the

phase variable ϕ around an arbitrary closed loop C, Q[C] =
∮
C

d̄ϕ. It is conserved

because d(dϕ) = 0 if ϕ is single-valued. In d spatial dimensions, this produces

a (d − 1)-form symmetry. The charged operator creates a vortex (in d = 2, or
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a vortex line or sheet in d > 2), which makes a codimension-two locus where ϕ

is not single-valued, so d2ϕ 6= 0. Unlike the examples above, this symmetry is

generally not an exact symmetry of a microscopic Hamiltonian for a superfluid;

it is explicitly broken by the presence of vortex configurations.

An analog of this ‘dual symmetry’ emerges any time we spontaneously break any

symmetry.

• Spin liquids, FQHE.

[End of Lecture 19]

5.3 Spontaneous symmetry breaking

Anything we can do with ordinary (0-form) symmetries, we can do with higher-form

symmetries. In particular, they can be spontaneously broken. A symmetry is sponta-

neously broken if a ground state (more generally an equilibrium state) is not invariant.

SSB ⇔ LRO.

There exists a charged operator O with 〈ψ|O |ψ〉 6= 0 (long-range order) if and

only if |ψ〉 is not invariant under the symmetry (SSB).

Proof:

⇒ We’ll prove the contrapositive (the state is symmetric means that no charged

operator has an expectation value). Assume by way of contradiction that the

state is a stationary state of the symmetry operator, S |ψ〉 = eiα |ψ〉. Then for

any charged operator SO = eiγOS, γ /∈ 2πZ, i.e. O = S†OSeiγ,

〈ψ|O |ψ〉 = eiγ 〈ψ|S†OS |ψ〉 = eiγ 〈ψ|O |ψ〉 (5.11)

which says 〈ψ|O |ψ〉 = 0.

⇐ a For any region X, we can write its reduced density matrix as

ρX = trX̄ |ψ〉〈ψ| =
∑
I

〈OI〉OI (5.12)

where X̄ is the complement of X and {OI} is a basis of hermitian operators on

X orthonormal under the Hilbert-Schmidt norm trOIOJ = δIJ . If no charged

operator has a nonzero expectation value, then the sum only contains neutral

operators. But then SρXS
† = ρX , meaning that the state is invariant.

aThis argument was explained to me by Tarun Grover.
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A comment about the preceding result: This argument makes no assumptions about

the support of the symmetry operators. The argument for LRO =⇒ SSB also says

nothing about the support of the charged operators – they actually needn’t be operators

of the correct dimension indicated above40.

To appreciate the consequences of SSB for higher-form symmetries, let’s spend a

little time reviewing the story for 0-form symmetries. One way to characterize the

unbroken phase of a 0-form symmetry is that correlations of charged operators are

short-ranged, meaning that they decay exponentially with the separation between the

operators 〈
O(x)†O(0)

〉 x→∞∼ e−m|x|. (5.13)

A language that will generalize is to regard the two points at which we insert a charged

operator and its conjugate as an S0, a zero-dimensional sphere, and the separation

between the points as the size of the sphere. The broken phase for 0-form symmetry

can be diagnosed by long-range correlations:〈
O(x)†O(0)

〉 x→∞∼ 〈
O†(x)

〉 〈
O(0)

〉
+ · · · , (5.14)

independent of the size of the S0.

For a p-form symmetry, the unbroken phase is also when correlations of charged

operators are short-ranged, and decay when the charged object grows. For a 1-form

symmetry, this is when the charged loop operator exhibits an area law:

〈W (C)〉 ∼ e−Tp+1Area(C), (5.15)

where Area(C) is the area of the minimal surface bounded by the curve C. In the case

of electricity and magnetism, an area law for
〈
WE(C)

〉
is the superconducting phase.

The broken phase for a p-form symmetry is signalled by a failure of the expectation

value of the charged operator to decay with size. For a 1-form symmetry, this is when

the charged loop operator exhibits a perimeter law:

〈W (C)〉 = e−TpPerimeter(C) + · · · . (5.16)

The coefficient Tp can be set to 0 by modifying the definition of W (C) by counterterms

local to C (for p = 1, this is mass renormalization of the probe particle), so (5.16) says

that a large loop has an expectation value.

SSB of higher-form symmetry has been a fruitful idea. The fact that charged

operators have long-range correlations means that the generators of the symmetry act

nontrivially on the groundstate – the argument in the box above was not special to

0-form symmetry. In the next two subsections, I’ll illustrate the consequences in the

case of continuous and discrete higher-form symmetries, respectively.

40Thanks to Sal Pace for raising this question.
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5.4 Photon as Goldstone boson

What protects the masslessness of the photon? The case of quantum electrodynamics

(QED) is the most visible version of this question; the same question arises in condensed

matter as: why are there U(1) spin liquid phases, with an emergent photon mode?

Higher-form symmetries provide a satisfying answer to this question (unlike appeals

to gauge invariance, which is an artifact of a particular description): the gaplessness

of the photon can be understood as required by spontaneously-broken U(1) 1-form

symmetry, as a generalization of the Goldstone phenomenon.

Here is the proof of the p-form Goldstone theorem from here. A continuous

p-form symmetry implies a p+ 1-form current J such that

Uα(ΣD−p−1) = e
iα
∫
ΣD−p−1

?J
. (5.17)

A covariant form of the statement that the p+1-form current J is conserved and

that W [C] is a charged operator is the Ward identity

(d ? J(x))W [C] = iqδC(x)W [C] (5.18)

where the D−p-form delta function (Poincaré dual) δC(x) satisfies
∫
bp∧δC(x) =∫

C
bp for any p-form bp, and J is the p + 1-form current. Let’s consider the

broken phase and choose W [C] to have the multiplicative normalization where

〈W [C]〉 = c, so no perimeter law.

Take C to be an infinite flat p-plane and integrate the BHS of (5.18) with respect

to x over a (D − p)-ball BD−p of radius R that intersects C at a single point:

W [C]

∫
∂BD−p

?J = iqW [C] . (5.19)

The boundary of the ball ∂BD−p is a D−p−1 sphere linked with C in spacetime,

a Gaussian surface. Taking expectation values of the BHS we have

〈J(R)W [C]〉 ∼ iqc

RD−p−1
, (5.20)

a power-law correlation, implying the presence of a gapless mode.

Here is a perspective on the zero-form version of the Goldstone theorem. Given a

continuous zero-form symmetry with current jµ, we can couple to a background gauge
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field A by adding to the Lagrangian ∆L 3 jµAµ. If the symmetry is spontaneously

broken, the effective Lagrangian will contain a Meissner term proportional to A2. But

the effective action must be gauge invariant, and this requires the presence of a field

that transforms nonlinearly under the U(1) symmetry: ϕ → ϕ + λ,A → A− dλ; this

is a global symmetry if dλ = 0. Altogether, the effective Lagrangian must contain a

term of the form

Leff = − 1

4πg
(dϕ+A)2 (5.21)

(where by (ω)2 I mean ωp∧?ωp = 1
p!
ωµ1···µpω

µ1···µp). The coefficient 1
4πg

is the superfluid

stiffness. Any L that is a function only of ∂µϕ has this symmetry.

The analog for a continuous 1-form symmetry works as follows. The current is

now a two-form, so the background field must be a two-form gauge field Bµν and the

coupling is ∆L 3 JµνBµν . The same logic implies that the effective action for the

broken phase must contain a term

Leff = − 1

2g2
(da+ B)2 (5.22)

where the Goldstone mode a is a 1-form that transforms nonlinearly a → a + λ,B →
B − dλ; this is a global symmetry if dλ = 0. Setting the background field B = 0,

we recognize this as a Maxwell term for a. The coupling strength g is determined by

the analog of the superfluid stiffness. Any L that is a function only of Fµν has this

symmetry.

For p-form U(1) symmetry, we conclude by the same logic that there is a massless

p-form field a with canonical kinetic term

SMax[a] = − 1

2g2

∫
da ∧ ?da. (5.23)

Returning to QED, we see that the familiar Coulomb phase is the SSB phase for

the U(1) 1-form symmetry. The unbroken phase is the superconducting phase, where

the photon has short-ranged correlations. (In an ordinary superconductor, where the

Cooper pair has charge two, a Z2 subgroup of the 1-form symmetry remains broken.)

As in the case of 0-form SSB, the broken phase can be understood via the condensa-

tion of charged objects; in this case the charged objects are the strings of electric flux.

Notice that the presence of charged matter, on which these strings can end, and which

therefore explicitly breaks this symmetry, does not necessarily destroy the phase. We’ll

comment on this robustness more in §5.7. In fact, because of electromagnetic duality,

the Coulomb phase is the broken phase for either the electric 1-form symmetry or the

magnetic 1-form symmetry.
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Soft theorems from higher-form symmetry. [2505.03566]

Let’s return to the effective theory of heavy quarks, (4.84), where the covariant

derivatives are with respect to the photon field:

Leff = iϕ?vv ·Dϕv + ϕ?v
D2
⊥

2M
ϕv + αϕ?v

Fµνσ
µν

4M
ϕv + · · · (5.24)

Here ϕ?v could be Q+
v or a non-relativistic bosonic field with charge Q under

an abelian gauge group with gauge coupling g. I claim that this theory has a

one-form symmetry, Aµ → Aµ + λµ, dλ = 0. The basic idea is that the one-form

symmetry in QED is explicitly broken by the possibility of pair production – the

electric flux lines can break by ending on charged particles. But in this theory, we

have integrated out the antiparticles, and so there is no pair production and so

flux strings cannot break. To make this explicit, consider the change of variables

ϕv ≡ WQ[C]ϕ̃v ≡ eiQ
∫∞
0 dsvµAµ(sv)ϕ̃v. (5.25)

I claim that under this change of variables,

Leff = iϕ̃?vv ·Dϕ̃v + ϕ̃?v
1

2M

(
∂⊥ +

1

v · ∂Fµνv
µ

)2

ϕv + αϕ̃?v
Fµνσ

µν

4M
ϕ̃v + · · · (5.26)

where we used the identity

Dµϕv = WQ(C)

(
∂µ +

∫ ∞
0

dsFµν(x+ sv)vν
)
ϕ̃v = WQ(C)

(
∂µ +

1

v · ∂Fµνv
ν

)
ϕ̃v.

The important point about (5.26) is that it only depends on Fµν and not directly

on Aµ, and therefore it manifestly has the one-form symmetry. This is true to

all orders in the derivative expansion in k/M .

A consequence of this symmetry is the soft photon theorem for the amplitude

to scatter a photon of (soft) momentum qµ and polarization εµ off of n particles

with charge Qi:

An+γ(q)

q→0' g
∑
i

Qi
ε · pi
q · pi

An (5.27)

where An is the amplitude without the photon. A special case is if there are no

charged particles, in which case the RHS is zero.

As a warmup let’s prove the 0-form analog which is called the pion soft theorem

or ‘Adler zero’. The pion interpolation relation〈
πb(p)

∣∣ Jaµ(x) |0〉 = ifπpµδ
abeipx (5.28)
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implies that the axial current has the form Jaµ(x) = fπ∂µπ
a(x) + O(π3), which

means that the pion shifts under the (broken) symmetry: πa → πa + ca, with

dca = 0 (i.e.ca is a constant). The charged operator is U(x) = e
2iπata

fπ .

Let |α〉 be a state of n pions. Then

〈α| Jaµ(q) |0〉 = −fπqµ
q2
〈α + πa(q)|0〉︸ ︷︷ ︸

=iAn+π(q)

+ 〈α| JaHµ ∗ (q) |0〉 (5.29)

where JH is the ‘hard’ part of the current that does things other than make a

pion. Current conservation implies the Ward identitya ∂µJ
a
µ(x) =

∑
iQiδ(x−xi),

where xi are the positions of charged operators in the correlation function. But

there are no other charged operators in this correlation function, so

An+π(q) = −i
1

fπ
qµ 〈α| JaHµ(q) |0〉 q→0' 0 +O(q) (5.32)

where the crucial input about the hard part is that it is regular at q → 0.

Now let’s think about SSB of a U(1) one-form symmetry with symmetry current

Jµν . The analog of the pion interpolation relation is

〈γε(p)| Jµν(x) |0〉 =
i

g
(pµεν? − pνεµ?) eipx (5.33)

where the LHS is a one-photon state with polarization ε and momentum p, and

the gauge coupling g is the analog of the pion decay constant. This implies that in

terms of the photon field the current takes the form Jµν(x) = 1
g2 (∂µAν − ∂νAµ)+

· · · , which means that A → A + λ, dλ = 0 under the symmetry. A charged

operator is made out of the photon field by

WQ(C) = eiQ
∫
C A = eiQ

∫
C Aµdx

µ

. (5.34)

As an extreme simple case, let’s think about the Euler-Heisenberg EFT of just

photons that results from integrating out the electron. In this theory since there’s

just photons, |α〉 is a state of n photons, and

〈α| Jµν(q) |0〉 =
1

g

∑
ε1,2

1

q2
(qµεν? − qνεµ?) 〈α + γε(q)|0〉︸ ︷︷ ︸

=iAn+γε(q)

+ 〈α| JµνH |0〉 . (5.35)

Again the Ward identity says ∂µJ
µν =

∑
δ (charged operators) but here there

are no charged operators around, so

An+γε(q) = −igqµεν 〈α| JµνH (q) |0〉 q→0→ 0 (5.36)
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since the hard part can’t be too singular in q.

Now let’s try to do with with charges. Using the change of variables (5.25), a

correlation function of charged operators can be written (to leading order in the

1/M expansion) essentially as a product of Wilson lines:

iAn =

〈
n∏
i=1

WQi(Ci)OH
〉

+O
(

1

M

)
(5.37)

where Ci = {yµi (s) = svµi ≡ s
pµi
Mi
, s ∈ [0,∞)}, and OH is a ‘hard operator’

at x = 0. For this particular correlation function, a more explicit form of the

one-form symmetry Ward identity is

∂µ

〈
Jµν(x)

∏
i

WQi(Ci)OH
〉

=

(∑
i

Qi

∫ ∞
0

ds
dyνi
ds

δ(4)(x− yi(s))
)〈

n∏
i=1

WQi(Ci)OH
〉
.

(5.38)

Now multiply the BHS by εν(q) and Fourier transform. Using (5.33), the LHS is

εν

∫
d4xe−iqx∂µ

〈
Jµν

∏
i

WiOH
〉

= − i

g
〈γε(q)|

∏
i

WQi(Ci)OH |0〉︸ ︷︷ ︸
=iAn+γε(q)

+iqµεν 〈0| JµνH
∏
i

WiOH |0〉 .

(5.39)

The RHS involves∫
d4xe−iqxQi

∫ ∞
0

dsε · vδ4(x− vs) = Qiε · vi
∫ ∞

0

dseisq·v = iQi
ε · vi
q · vi

. (5.40)

Putting these together, we find

An+γε(q) = g
∑
i

Qi
ε · pi
v · pi

An + igqµεν 〈0| JµνH (q)
∏
i

WQi(Ci)OH |0〉 (5.41)

where the crucial point again is that the hard part of the current can’t be too

singular at q → 0.

aLet’s remember the proof of this statement. Consider an arbitrary time-ordered Green’s

function

G ≡ 〈Ω|T O1(x1) · · · On(xn)|Ω〉 =

∫
DΨeiSO1(x1) · · · On(xn)

where the operators O1(x1) 7→ e−iQiαO1(x1) have charge Qi under a global U(1) symmetry.

For example the O(x) could be just the elementary field Ψ(x)

Now change variables in the path integral so that Oi(xi) 7→ e−iQiα(xi)Oi(xi); the action will

shift by S 7→ S −
∫
α∂µj

µ where jµ is the Noether current. The path integral doesn’t change
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at all, so its infinitesimal variation is

0 = δG =

∫
DΨ

(
−
∫

iα∂µjµe
iSO1 · · · On − i

∑
i

Qiα(xi)e
iSO1 · · · On

)
(5.30)

=

∫
ddxα(x)

[
i∂µ 〈jµ(x)O1 · · · On〉 −

∑
i

Qiδ(x− xi)G
]
. (5.31)

Since this is true for any α(x), we learn that the thing in square brackets is zero: ∂µj
µ = 0 up

to contact terms. This is called the Ward-Takahashi identity or Ward identity.

5.5 Topological order as SSB

Suppose we spontaneously break a discrete higher-form symmetry. The generators of

the broken part of the higher-form symmetry commute with the Hamiltonian and take

a groundstate to a different groundstate. These groundstates are therefore related to

each other by the action of an extended operator, rather than by a local operator.

But this is precisely a definition of topological order: the presence of a groundstate

subspace of locally indistinguishable states.

Let’s think about the example of Zp gauge theory (whose solvable limit is the toric

code) in D spacetime dimensions. This is a system with Zp 1-form symmetry with

symmetry operators U(MD−2), supported on a (D − 2)-dimensional manifold, and

charged operators V (C1), supported on a curve. In terms of the toric code variables,

we can be completely explicit. On each link we have a p-state system on which act

the Pauli operators Z =
∑p

k=0 ω
k|k〉〈k| and X =

∑p
k=0 |k+ 1〉〈k| (where ω ≡ e2πi/p and

the arguments of the kets are understood mod p). Then V (C) =
∏

`∈C Z`, U(M) =∏
`⊥M X`, where we regard M as a surface in the dual lattice, and ` ⊥M indicates all

links crossed by the surface M . Their algebra is

Um(M)V n(C) = e2πimn
p

#(C,M)V n(C)Um(M) (5.42)

where #(C,M) is the intersection number of the curve C with the surface M . This

is the algebra of electric strings and magnetic flux surfaces in Zp gauge theory. Deep

in this gapped phase, H = 0, and there is a description in terms of topological field

theory. A simple realization is BF theory of a 1-form potential a and (D − 2)-form

potential b with action

S[b, a] =
p

2π

∫
D

b ∧ da =
p

2π

∫
dDxεµ1···µDbµ1···µD−2

∂µD−1
aµD (5.43)

in terms of which

Un(M) = ein
∮
M bD−2 , V m(C) = eim

∮
C a. (5.44)
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The algebra (5.42) follows from canonical commutation relations in this gaussian the-

ory. Since V (C) has a perimeter law in the deconfined phase, the charged objects whose

condensation breaks the 1-form symmetry are the loops of electric flux. (Recall that

an excitation is condensed if the operator that creates it has an expectation value.)

This is consistent with the explicit form of the toric code groundstate wavefunction(s)

Another example is the Laughlin fractional quantum Hall states. So far in our

discussion the symmetry operators for a 1-form symmetry with group A form a repre-

sentation of A on the 1-cycles of space, Z, i.e. a linear map U : Z → U(1), where the

representation operators commute U(M)U(M ′) = U(M ′)U(M). This relation can be

generalized to allow for phases – i.e. a projective representation. Consider a system

in D = 2 + 1 with a Zk 1-form symmetry that is realized projectively in the following

sense:

Um(C)Un(C ′) = e
2πimn#(C,C′)

k Un(C ′)Um(C) (5.45)

where #(C,C ′) is the intersection number of the two curves C,C ′ in space. Regarding

U(C) as the holonomy of a charged particle along the loop C, this is the statement

that flux carries charge. Representing this algebra nontrivially gives k groundstates

on T 2. This algebra, too, has a simple realization via abelian Chern-Simons theory,

S[a] = k
4π

∫
a ∧ da, with Um(C) = eim

∮
C a.

The algebra in (5.45) is a further generalization of 1-form symmetry, in that the

group law is only satisfied up to a phase. This is an example of a 1-form symmetry

anomaly.

The preceding discussion applies to abelian topological orders. In this context,

abelian means that the algebra of the line operators transporting the anyons forms a

group, which must be abelian by the argument above. In §5.9 we discuss the further

generalization that incorporates non-abelian topological orders.

Loophole. It is not true that SSB of higher-form symmetry implies topological

order. In fact an additional assumption is required, namely that the higher-form sym-

metry is anomalous. This is visible in both the examples above where we see nontrivial

commutation relations between the symmetry generators. To see that this is a real

loophole, I refer you to [1] or the appendix of [2].
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5.6 Effects of IR fluctuations

The analog of the Hohenberg-Coleman-Mermin-Wagner (HCMW) theorem for higher-

form symmetries [3, 4, 5, 6] is interesting. As in the proof of the HCMW theorem,

we suppose that a p-form U(1) symmetry in D spacetime dimensions is spontaneously

broken and that there is therefore a Goldstone mode, a massless p-form field a. Then we

ask if indeed the symmetry is broken by evaluating the expectation value of a charged

operator WC , including the fluctuations of the would-be-Goldstone mode a. We can

choose C to be a copy of Rp ⊂ RD so that we can do the integrals, and the result is

(see [6] for a discussion of a convenient gauge choice)

〈WC〉 = Z−1

∫
[Da]e−SMax[a]+i

∫
C a ' exp

(
−1

2
g2Lp

∫
d̄D−pk

k2
⊥

)
(5.46)

where d̄k ≡ dk
2π

and k⊥ is the momentum transverse to C. The integral in the exponent

of (5.46) is IR divergent when D − p ≤ 2. As in the p = 0 case, we interpret this as

the statement that the long-wavelength fluctuations of the would-be-Goldstone mode

necessarily destroy the order. (For D − p ≥ 2, the integral is UV divergent. This

divergence can be absorbed in a counterterm locally redefining the operator WC →
WCe

−δT
∫
C d

px, which can be interpreted as a renormalization of the tension T of the

charged brane.) In the marginal case of p = D − 2, the long-range order is destroyed,

but 〈WC〉 decays as a power-law in the loop size, rather than an exponential; this is a

higher-form analog of algebraic long-range order in D = 2.

The calculation above is independent of compactness properties of the Goldstone

form field, in the sense that in (5.46) we just did a Gaussian integral over the topologically-

trivial fluctuations of a. In the marginal case D = 2+1, p = 1, if we treat a as a compact

U(1) gauge field, SSB of the 1-form symmetry is avoided instead because monopole in-

stantons generate a potential for the dual photon dσ = ?da/2π [7]. This mechanism

generalizes to any case with D − p = 2 [6].

5.7 Robustness of higher-form symmetries

We are used to the idea that consequences of emergent (aka accidental) symmetries

are only approximate: explicitly breaking a spontaneously-broken continuous 0-form

symmetry gives a mass to the Goldstone boson.

This raises a natural question. The existence of magnetic monopoles with m =

Mmonopole explicitly breaks the 1-form symmetry of electrodynamics:

∂µJEµν = jmonopole
ν .
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If the photon is a Goldstone for this symmetry, does this mean the photon gets a mass?

Perhaps surprisingly, the answer is ‘no’ (early discussions of the robustness of broken

higher-form symmetries using different words include [8, 9, 10]). This is a way in which

zero-form and higher-form symmetries are quite distinct.

A cheap way to see that ‘no’ is the right answer is by dimensional analysis. How does

the mass of the photon mγ depend on the mass of the magnetic monopole, Mmonopole?

Suppose all the electrically charged matter (such as the electron) is very heavy or

massless. We must have mγ → 0 when Mmonopole →∞. But there is no other mass in

the problem to make up the dimensions.

A slightly less cheap way to arrive at this answer is by dimensional reduction. If we

put quantum electrodynamics (QED) on a circle of radius R, we arrive at low energies

at abelian gauge theory in D = 2+1, which is confined by monopole instantons [7]. The

monopole instantons arise from euclidean worldlines of magnetic monopoles wrapping

the circle, and so their contribution to the mass of the (2+1)d photon is

mγ(R) ∼ e−RMmonopole . (5.47)

The polarization of the photon along the circle gets a mass from euclidean worldlines

of charged matter (like the electron) wrapping the circle, so its mass is

m4(R) ∼ e−Rme . (5.48)

But now the point is simply that when R→∞, both of these effects go away and the

(3+1)d photon is massless.

A third argument is that operators charged under a 1-form symmetry are loop

operators – they are not local. We can’t add non-local operators to the action at

all. This argument is not entirely satisfying, since on the lattice even the action for

pure gauge theory is a sum over (small) loop operators. The question is whether

the dominant contributors in this ensemble of charged loop operators grow under the

RG. [11] describes a toy calculation to address this question: begin in a phase with

a perimeter law 〈W [C]〉 ∼ tlength[C] and consider adding to the action g
∫

[dC]W [C] +

h.c. in perturbation theory in g. Regularizing on the lattice and neglecting collisions

of loops, the result is the same as integrating out a charged particle whose mass is

determined by the parameter t:〈∑
C

W [C]

〉
= −L

D

2

∫
d̄Dq log

(
1− 2t

D∑
µ=1

cos qµ

)
. (5.49)

Thus, for small enough t ≤ 1
2D

there is an IR divergence indicating a transition to a

phase where the charged particle is condensed. Until that happens, the SSB phase sur-

vives. A useful slogan extracted from this calculation is that a loop operator becoming

relevant (changing the IR physics) indicates the onset of a Higgs transition.
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The discrete analog of this phenomenon is instructive. In the solvable toric code

model, the discrete 1-form symmetries are exact. But in the rest of the deconfined

(spontaneously broken) phase, they are emergent, but still spontaneously broken, and

still imply a topology-dependent groundstate degeneracy that becomes exact in the

thermodynamic limit. A rigorous proof of this [10] constructs (slightly thickened)

string operators by quasi-adiabatic continuation.

Known forms of topological order in D ≤ 3 + 1 have the property that at any

T > 0 they are smoothly connected to T = ∞ (a trivial product state). If the 1-form

symmetry is emergent, then as soon as T > 0, a mass is generated for the photon (by

the argument above, with the circle regarded as the thermal circle, so that R = 1/T ),

and the state is smoothly connected to T =∞.

We do know an example of a topologically ordered phase that is stable at T > 0,

namely the two-form toric code in D = 4+1 [12]. In the U(1) version of this theory, the

masslessness of the two-form gauge field should survive explicit short-distance breaking

of the U(1) two-form symmetry, even at finite temperature. The reason is that a theory

with a two-form symmetry on a circle still has a 1-form symmetry.

We conclude that the consequences of higher-form symmetries are more robust to

explicit breaking than zero-form symmetries [11, 2, 13, 14]. This is a double-edged

sword. One the one hand, it means that even though higher-form symmetries are

rarely microscopically exact, they can be generic. On the other hand, it means that the

Generalized Landau Paradigm is not as simple as the old-fashioned one. In classifying

phases of matter, we can’t just worry about the exact symmetries of the microscopic

Hamiltonian. We also have to worry about symmetries that may emerge.

5.8 Subsystem symmetries and fracton phases

Above we have discussed p-form symmetries, described by symmetry operators acting

on codimension-(p + 1) submanifolds of spacetime. These operators were flexible, in

the sense that their correlations only depend on their deformation class in spacetime

(avoiding any charged operator insertions).

A distinct generalization of the notion of symmetry arises by defining symmetry

operators acting independently on rigid subspaces of the space on which the system

is defined. That is, we can imagine that there is a different symmetry operator for

each subspace, even in the same homology class, so that the symmetry operators are

not topological, but still commute with the Hamiltonian. This is sometimes called a

“faithful” symmetry [15] or subsystem symmetry. This generalization is not compatible

with Lorentz invariance, since the operators are still topological in time.
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hello

Properties of

symmetry opera-

tor

Ordinary

symmetry

Higher-form

symmetry

Subsystem

symmetry

Non-

invertible

symmetry

hello

Codimension in

spacetime
1 > 1 > 1 ≥ 1

hello

How topological

is it?
fully fully not completely fully

Fusion rule

hello

group

g1 · g2 = g3

hello

group

g1 · g2 = g3

hello

group

g1 · g2 = g3

hello

category

D · D† 6= 1

Table 2: This table (from Shu-Heng Shao) gives a nice overview of further possible generalizations

of the notion of symmetry.

An object charged under such a subsystem symmetry cannot leave the locus on

which the symmetry is defined. This sort of restricted mobility of excitations is a

defining property of fracton phases [16, 17]. A fracton phase with topological order can

be identified as one that spontaneously breaks such a “faithful” higher-form symmetry

[15, 18, 19]. Foliated fracton phases [20] like the X-cube model [21] spontaneously

break a ‘foliated 1-form symmetry’ acting independently on each plane of a lattice [15].

ν =
1
k

ν =
1
k

ν =
1
k

z ν = 1
k

A trivial example of a fracton phase can be made by

stacking 2+1d topological states. For example, let’s

stack a bunch of copies of abelian quantum Hall states

each extended in the xy plane, but separated in the z

direction at locations z = Ia, I = 1..L. Each layer is

described at low energies by abelian CS theory and the

whole thing has the action

S[aI ] =
∑
I

∫
x,y

k

4π
aIdaI . (5.50)

The anyons in each layer are fractons in the sense that they cannot escape their

layer (they are specific kind of fracton called ‘planeons’). Notice that with pe-
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riodic boundary conditions, the GSD goes like kL: the log GSD is linear in the

system size. This is characteristic of 3+1D fracton phases.

We can make a more interesting class of fracton models simply by coupling the

layers to each other. That is, consider instead the following action [22]:

S[aI ] =
∑
IJ

KIJ

4π

∫
x,y

aIdaJ . (5.51)

If K is a quasi-diagonal integer matrix, this can arise as an effective description

of coupled layers of quantum Hall states, and sometimes is gapped. Now the log

GSD as a function of L is more interesting, but still has a linear envelope. The

excitations still move in planes, but they can have interesting braiding statistics

(encoded in inverse of the matrix K) that approach irrational numbers as L→∞
and are not ultralocal in I − J . Actually this construction may even have a

realization in experiments on quantum Hall layers [23].

Fracton phases are interesting for many reasons. One is that gapped fracton phases

are a huge class of counterexamples to the lore that the low energy physics of gapped

phases is always described by TQFT. These phases can arise from ordinary-looking

lattice models, like the layered quantum Hall system described above, or the X-cube

model, but even the GSD depends on the geometry of the lattice and therefore they are

definitely not described by ordinary TQFT in any regime. A second reason is the bad

news I mentioned in §5.7 about the lack of robustness of known topological order in

3+1d to finite temperature. One of the routes [24] to the discovery of fractons was the

quest for finite-temperature passive quantum memory. (They have not quite provided

such a thing as of yet.) A third reason is that they problematize our notions of what

is a phase of matter. A phase of matter is a sharp notion in the thermodynamic limit,

L → ∞. In fracton phases, the GSD depends on L and so makes it difficult even

to define such a limit. A good idea for how to get around this is to strengthen the

equivalence relation defining a phase to allow the addition not only of decoupled qubits,

but also decoupled 2d layers [25].

A closely-related concept to subsystem symmetries is that of multipole symmetries

(e.g. [26, 27, 28, 29, 30, 31]). A multipole symmetry is one where the continuity

equation involves extra derivatives, like ∂0J
0 + ∂i∂jJ

ij = 0 (a dipole symmetry). Such

a conservation law produces conserved charges that need not be integrated over all of

space, and act independently of each other. (For example [28], consider the continuity

equation ∂0J
0 + ∂x∂yJ = 0 in D = 2 + 1; then Qx(x) =

∫
dyJ0(x, y) is conserved

for each x.) The simplest example is that conservation of dipole moment implies that

charges are immobile [26].
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Models with such symmetries have been studied for a long time in the condensed

matter literature [32]. Efforts to understand how the rules of ordinary field theory must

be relaxed to accommodate such systems and their symmetries have been vigorous (see

e.g. [33, 20, 34, 35, 36, 28, 29, 30, 37] and references therein and thereto). Attempts have

been made to classify subsystem-symmetry-protected topological phases [38] and their

anomalies [39], and to understand subsystem-symmetry-enriched topological order [40].

A subsystem-symmetry-based understanding of Haah’s code [24], the most interesting

gapped fracton model, appears in [41].

An important issue is the robustness of such phases, especially in the gapless case,

upon breaking the large symmetry group. At least in examples, the scaling dimensions

of operators charged under the subsystem symmetry is large, and in fact diverges in the

continuum limit [32, 36, 28, 29, 30] (see in particular Eq. (121) of the first reference).

This shows that there is at least a small open set in the space of subsystem-symmetry-

breaking couplings in which such phases persist.

Fractal symmetry. The subsystem on which a symmetry acts can be more in-

teresting than just a line or a plane. For example, it can be a fractal [42, 43]. The

Newman-Moore model [44] is a simple example of a model with a symmetry operator

supported on a fractal subset of space. Put qubits on the sites i of the triangular lattice

and consider

H =
∑
ijk∈∆

ZiZjZk + g
∑
i

Xi, (5.52)

where the sum is only over up-pointing triangles. To see that this has a fractal sym-

metry, pick a spin to flip, say the circled spin in Fig. 10. Moving outward from that

starting point and demanding that each up-triangle contains an even number of flipped

spins, there are many possible self-similar subsets of the lattice we can choose to flip.

In fact, there is an extensive number.

This transverse-field Newman-Moore model (5.52) has a number of interesting

properties. It has a self-duality mapping g → 1/g, obtained by defining dual spins

X̃∆ ≡
∏

i∈∆ ZiZjZk on a new lattice with sites corresponding to the up-pointing tri-

angles. A phase transition at g = 1 separates a gapped paramagnetic phase from a

gapless phase in which the fractal Z2 symmetry is spontaneously broken. There is some

controversy about the nature of the critical point in the literature: though [45] sees

evidence of interesting critical behavior, earlier work [42, 46] found indications of a

first-order transition, which seems to be confirmed in more recent simulations [47, 48].

Perhaps some deformation of this lattice model does have a critical point. Such critical

points were claimed [45] to be ‘beyond renormalization’; rather, what is broken is the

connection between short distances and high energies [37]. Other models with such

fractal symmetry have been studied in [49].
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Figure 10: An example of the support of a fractal symmetry operator in the Newman-Moore model.

If we flip only the red spins, it preserves the Hamiltonian (5.52). That is, every up-triangle has an

even number of red dots. There are extensively many other ways to accomplish this goal.

In fact, there are translation-invariant lattice models with symmetries on subspaces

with essentially no structure, like a random dust of points.

5.9 Non-invertible symmetries

The preceding discussion suggests a further generalization, which we will need in order

to describe non-abelian topological order as SSB: if the worldlines of abelian anyons

are generalized symmetry operators, what about the worldlines of non-abelian anyons?

This is a dramatic step because the algebra of topological operators Ta that transport

non-abelian anyons is no longer a group. Rather, they satisfy the fusion algebra:

TaTb =
∑
c

N c
abTc. (5.53)

By definition, a topological order is non-abelian if there is more than one term on the

RHS of this equation for some choice of a, b. Whereas multiplication of two elements

of a group always produces a unique third element, here we produce a superposition

of elements, weighted by fusion multiplicities N c
ab. Further, there is some tension

between the fusion algebra (5.53) and unitarity of the operators Tc. The trivial anyon
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corresponds to the identity operator, T1 = 1. Each type of anyon a has an antiparticle

ā. Since Tā corresponds to transporting a in the opposite direction, we expect that

Tā = T †a , and therefore (5.53) says in particular

TaT
†
a =

∑
c

N c
aāTc. (5.54)

If the RHS here has a term other than N1
aā, then Ta is not unitary. As an example,

consider the Ising topological order, with three anyon types {1, ψ, σ} and the fusion

rules

TσTσ = 1 + Tψ, TσTψ = TψTσ = Tσ, TψTψ = T1. (5.55)

Note that σ is its own antiparticle. (5.55) implies that the topological line opera-

tor Tσ cannot be unitary, and moreover does not have an inverse. Such symmetries

are called non-invertible symmetries (or sometimes categorical symmetries or fusion

category symmetries).

More generally, any algebra of topological operators acting on a physical system

can be regarded as encoding some kind of generalized symmetry.

At the moment, condensed matter applications of the idea of fusion category sym-

metries remain in the realm of relatively formal developments, as opposed to active

phenomenology of real materials. But one application is to understand non-abelian

topological order as spontaneous symmetry breaking41. A concrete example of a (2+1)d

model with non-invertible symmetries is Gk Chern-Simons (CS) theory, with non-

Abelian gauge group G at level k > 1. The non-invertible symmetry operators are the

Wegner-Wilson lines. The specific example of SU(2)2 CS theory can describe the Ising

topological order, and is possibly realized as part of the effective low-energy description

of ν = 5
2

quantum Hall states.

More generally, any topological field theory for non-Abelian topological order enjoys

such a non-invertible symmetry. A nice example of the application of this perspective

on anyon worldlines as symmetry operators is [52] which provides a condition on the

anyon data required for a general 2+1D topological order to admit a gapped boundary

condition, beyond vanishing chiral central charge.

Part of the reason for the nomenclature ‘categorical symmetry’ is that such a col-

lection of symmetry operators comes with some additional data. Besides putting two

symmetry operators right on top of each other, we can also consider symmetry opera-

tors associated with branched manifolds, as in Fig. 11a. Once we allow such objects, we

must also consider more complicated objects related to the associativity of the product,

41A related perspective appears via the ‘pulling-though’ operators in the tensor network description

of topological orders reviewed in [50]. For a study of categorical symmetries realized as matrix product

operators, see [51].
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a)

βα

γ

b)

γα

δ

β

µ
=
∑
ν

(
Fαβγ
δ

)
µν

γα

δ

β

ν

Figure 11: a) Fusion of symmetry operators: this junction is allowed if Nγ
αβ 6= 0. b) Associativity

data of fusion of symmetry operators (in the simpler case where the fusion coefficients Nγ
αβ are only

0 or 1).

as in Fig. 11b, which relates the two ways of resolving a 4-valent junction of topological

operators into two 3-valent junctions. This associativity information (creatively called

F -symbols) is part of the specification of the categorical symmetry, and must satisfy

the pentagon identities. In the case of 1-form symmetry in (2+1)-D, there is further

information associated with braiding.

5.10 How general is the Generalized Landau Paradigm?

Above we have captured some previously beyond-Landau phases in terms of how they

represent their symmetries. Some frontiers worth mentioning are:

• Landau’s own Fermi liquid is a gapless phase, that is in some sense protected by

the size of the Fermi surface. Recent work [53] describes a large emergent sym-

metry of a certain class of states generalizing the Fermi liquid, and its anomalies.

Perhaps this is a good starting point.

• I said that SPTs are distinguished by the anomaly of the edge theory. What about

invertible phases which don’t have topological order, but don’t need symmetry to

distinguish them from the trivial phase. An example is the integer quantum Hall

state, which above I described as merely an SPT for particle number symmetry.

Such states do have an anomaly, but it is an anomaly involving the coupling to

spacetime curvature and I don’t know how to think about this as involving a

symmetry (diffeomorphisms are a redundancy, not a symmetry).

• Crystalline solids are distinguished from liquid and gas by the fact that they

spontaneously break translation symmetry down to the symmetry of the lattice.

What about amorphous solids? Well, one thing that distinguishes them from

fluids is that the particles are frozen in place, rather than mobile. This means
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that the Edwards-Anderson order parameter will be nonzero. This is obtained

by measuring the density excess ρ(x, 0) − ρ0 and the density at the same point

in space later ρ(x, t) − ρ0 and averaging over space and/or configurations. It is

zero in a fluid. It is a sign of a breakdown of ergodicity – that there is more

than one equilibrium state. How do we think of this as symmetry breaking? One

way to detect it is to consider n copies of the system. There is a Sn symmetry

that permutes the copies, called replica symmetry. If ergodicity is broken, the

different copies can go into different equilibria and spontaneously break the replica

symmetry.

[End of Lecture 20]
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6 Conformal field theory

Conformal field theories are special QFTs that have conformal invariance. Why should

they receive extra attention? Well, the idea is that any other continuum QFT arises

by starting with a CFT in the far UV, and perturbing it by some relevant operator(s).

In the far IR it flows to some other (possibly trivial) CFT. So a general continuum

QFT is merely a flow between CFTs, and therefore if we understand the CFTs well

enough, we understand all of QFT. (One small loophole in this grand picture is that

often we are confronted with QFTs that arise from lattice models in the UV, rather

than a continuum theory in the UV. Possibly this is more general.)

[D > 2: Simmons-Duffin, Rychkov, D = 2: Ginsparg, Tong]

In a CFT, there is a preferred basis of local operators, which are eigenvectors under

the scale transformation, and their OPE reduces to a collection of numbers cabc. This

gives a way to think about CFT non-perturbatively: A CFT is a list of operators

with definite scaling dimensions {Oa,∆a} and their OPE structure constants, cabc,

appearing in (3.24). From this information you can compute any correlation function

of local operators by successive uses of the OPE. So the 1+1d Ising CFT is:

{ 1︸︷︷︸
(0,0)

, ε ≡ iχLχR︸ ︷︷ ︸
( 1

2
, 1
2

)

, σ︸︷︷︸
( 1

16
, 1
16

)

, µ︸︷︷︸
( 1

16
, 1
16

)

, T ≡ χL∂χL︸ ︷︷ ︸
(2,0)

, T̄ ≡ χR∂̄χR︸ ︷︷ ︸
(0,2)

, · · · }

σ × σ = 1 + cσσεε, ε× ε = 1 + cεεε︸︷︷︸
=0

ε, σ × ε = cσσεσ.

Notice that I include the identity operator in this list; it has dimension zero for sure.

In this way of enumerating the operators the list goes on forever: e.g. we can keep

appending more derivatives. We’ll learn to how do better soon by listing only the

primary operators at the top of each representation of the conformal group. But in

fact, as in effective field theory, one can often get far just knowing about the few lowest-

dimension operators42. A special role is played by the operator T (z) in this list, the

stress tensor.

6.1 The stress tensor and conformal invariance (abstract CFT)

Let’s think a bit about relativistic field theory in the continuum. Any continuum QFT

has a stress tensor43; there are two useful perspectives on this operator. The simpler,

42Naturally, this strategy is generally called ‘effective conformal field theory’. A recent victory in

this direction can be found in this paper, which solves QCD in D = 2 by diagonalizing a 5× 5 matrix

(!).
43Maybe this is not true. The following is a very technical comment which you should ignore if

you want. It is certainly true if the field theory has a definition in terms of a lagrangian or a local
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but worse, one is to regard it as the Nöether current for spacetime translations. The

stress tensor Tµν is conserved if the action is translation-invariant: that is, invariant

under the replacement φ(xµ) → φ̃(x̃) ≡ φ(xµ + aµ). This is d + 1 symmetries, so we

have d + 1 conserved currents: T µν , ∂µT
µ
ν = 0. The associated charges are the energy

and momentum

H =

∫
space

T00, Pi =

∫
space

T0i .

These generate translations in time and space by commutators (or classically by Poisson

brackets):

δaφ(x) = φ̃(x̃)− φ(x) = aµ[Pµ, φ(x)].

The finite solution of this equation is

φ(x+ a) = eiPµaµφ(x)e−iPµaµ .

The current we get from the Nöether method is not symmetric in its indices.

The better way to think about the stress tensor is as the (linear) response of the

system to a local, small perturbation of the metric of spacetime:

δS =

∫ √
gT µνδgµν , aka T µν(x) =

1√
g

δS

δgµν(x)
. (6.1)

Here
√
g ≡ √det g is the covariant measure.44 Consider in particular making a scale

transformation, which we can accomplish by changing the metric by:

δgµν = 2λgµν =⇒ δS =

∫
dDxδgµν(x)

δS

δgµν(x)
=

∫
T µµ 2λ (6.2)

where λ is a constant. Therefore we see that if T µµ = 0 then the theory is scale invariant.

In the other direction, scale invariance (vanishing of (6.2)) actually only implies that

T µµ = ∂µKµ is a total derivative. But the object K is a vector operator whose scaling

dimension must be D − 1 (since that of the stress tensor is D). On general grounds,

a vector operator of dimension D − 1 is a conserved current (at least this is the only

hamiltonian. Possible exceptions come from: (1) field theory in a fixed AdS geometry; the absence of

dynamical gravity means no stress tensor. This is called ‘generalized free field theory’. (An attempt

to take such a thing seriously as a CFT is in this paper by Heemskerk et al.)

(2) In his CFT notes, Rychkov discusses a long-range Ising system with a fixed point with no stress

tensor; he claims without further discussion that this is the same as the first example. (3) Weird

things ‘defined’ by scaling limits of string theory. Does a 2d CFT without a stress tensor have a

central charge?
44 The Tµν from the metric variation can be related to the Nöether current for translations by

“improvement,” which means adding boundary terms to the action; this modifies the Nöether current.

176

http://arxiv.org/abs/arXiv:0907.0151
https://sites.google.com/site/slavarychkov/


way I know to protect its dimension). And a conserved current has ∂µKµ = 0, so that

T µµ = 0 anyway.

If T µµ = 0 then nothing we said above depended on the fact that λ is a constant,

and we should also consider the following transformation:

δgµν = 2δΩ(x)gµν → δS =

∫
T µµ 2δΩ(x) (6.3)

Such a transformation, which rescales the whole metric (and therefore preserves angles

between vectors at the same point) in a position-dependent way, is a Weyl transforma-

tion, closely related to a conformal transformation. The difference is that for arbitrary

Ω(x), the new metric will be curved (R ∝ ∇2 log Ω). If we are not interested in QFT in

curved spacetime, we should restrict ourselves to choices of Ω that preserve the initial

choice of curvature; this means that they can be undone by a coordinate transforma-

tion. Infinitesimally, such a transformation is xµ → (x′)µ = xµ + ξµ(x), and the metric

change is

δgµν(x) = ∂µξν(x) + ∂νξµ(x)
!

= 2δΩgµν . (6.4)

This a set of PDEs for ξµ and δΩ.

For the case of gµν = ηµν , Minkowski spacetime, the stage of special relativity, the

constraint (6.4) is solved by the following formulae45 (and by translations and rotations

and boosts, which don’t change the Minkowski metric at all). The conserved currents

and charges of the transformations above (in flat spacetime) are:

Sµ = xνTµν → D ≡
∫
S0d

dx =

∫
xµp̂µ (6.5)

Cµν = (2xµxλ − x2gµλ)T
λ
ν → Cµ ≡

∫
C0µd

dx (6.6)

since both ∂µSµ and ∂µCµν are proportional to T µµ . In the last equation of the first

line, p̂µ is the momentum density; the action of the integrand on fields is via xµ∂µ, a

rescaling.

[Fig credit: Rychkov]

Here is the right way to think about this condition

on finite transformations. We are demanding a change

of coordinates that accomplishes the following:

ηµν(dx
′)µ(dx′)ν

!
= Ω2(x)dxµdxνηµν .

The Jacobian for this change of coordinates must

therefore satisfy

Jµν ≡
∂(x′)µ

∂xν
= Ω(x)Oµ

ν (x)

45The details are at the beginning of the Ginsparg notes, or on page 3 here.
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where Oµ
ν (x) is a spacetime-dependent Lorentz transformation (OηO = η). This is

a spacetime-dependent rescaling and rotation; you should think of it as a position-

dependent RG transformation.

We conclude from the above discussion that, at least classically, if T µµ = 0 (and

T µν is symmetric) then the theory has both scale invariance and conformal invariance.

The precise logical relation between scale invariance and conformal invariance is the

subject of a lot of discussion. There is no example of an interacting relativistic unitary

fixed point without conformal invariance.

The resulting set of transformations forms an extension of the Poincare group.

There are d+ 2 extra generators Cµ and D. In fact the algebra is so(d+ 1, 2).

Conformal algebra. Here is how to think about this algebra. Most of the com-

mutators just say that vectors (like Cµ and Pµ) transform as vectors and D is a scalar.

The important ones are:

[D,Pµ] = iPµ, Pµ is a raising operator for D

[D,Cµ] = −iCµ, Cµ is a lowering operator for D

[Cµ,Pν ] = 2i (ηµνD−Mµν)

which says you can recover D and the spin from Cµ.

The right way to think about the transformation C generates is:

inversion ◦ translation ◦ inversion:
x′µ

~x′.~x′
=

xµ

~x.~x
+ bµ . (6.7)

Inversion is xµ → − xµ

xνxν
; Poincaré plus inversion implies conformal.

So if we want to study representations of this algebra, we can diagonalize D and

some of the rotation generators. (Notice that the familiar Poincaré casimir PµPµ

(the mass-squared) is not a casimir of the conformal group.) Then we can build

representations starting with states that have been lowered as much as possible, so

C |primary〉 = 0; the rest of the representation is obtained by acting with derivatives,

i.e. Pµ (and SO(d) rotations).

Fields also form representations of the spacetime symmetry group. A primary field

is one that is local enough that its transformation rule under a conformal transformation

is the same as if it were just a scale transformation:

Φ(x)→ Φ′(x′) = Ω(x)−∆Φ(x)

for a scalar field, or

Φ(x)→ Φ′(x′) = Ω(x)−∆R[O(x)µν ]Φ(x)
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for a field with spin. R is the representation matrix for the rotation O in the Φ

representation; for a vector field V µ, this is just O(x)µνV
ν(x). This condition on the

transformation law on the field is equivalent to the demand that [Cµ,Φ(0)] = 0 and

[D,Φ(0)] = i∆Φ(0). (See Rychkov’s notes for the demonstration of this claim.)

Fields that are not primaries (for example, the derivative of a primary) are called

descendants and have more complicated transformation rules. Fields can be organized

into eigenstates of D, of definite scaling; every such field is a primary or a descendant.

The algebra determines the behavior of descendants from that of primaries.

6.1.1 Geometric interpretation of conformal group

Here is a geometric interpretation of the conformal group, called the projective null

cone construction (due to Dirac (!)). The conformal group in Rd,1 is isomorphic to

SO(d + 1, 2), the Lorentz group of a space with two extra dimensions. This space

Rd+1,2 has metric

ηab = diag(−+ +...+−)ab (6.8)

where the last two dimensions are the ‘extra’ ones. So we can find linear representations

of the conformal group by temporarily adding some extra coordinates. A light ray in

this space can be parameterized by d + 1 dimensional coordinates xµ in the following

way:

ζa = κ(xµ,
1

2
(1− x2),

1

2
(1 + x2))a (6.9)

where κ is some arbitrary constant. The group SO(d + 1, 2) moves these light rays

around. We can interpet these transformations as maps on the xµ. In fact these

transformations (combined by rescalings to get back to the original slice) are precisely

the conformal transformations.

Regard the expression (6.9) as an embedding of Rd,1 ⊂ Rd+1,2; this is an isometric

embedding, i.e. the induced metric is again ds2 = −dt2+d~x2. To see that Lorentz boosts

in the embedding space are conformal transformations on the null slice, note that on

the slice, ξaξa = 0 =⇒ ξadξa = 0, and so the transformation ξa → λ(x)ξa (which

preserves a null subspace) takes dξadξa → λ(x)2dξadξa, a conformal transformation.

Invariants in Rd+1,2 should therefore be conformal invariants. Consider the object:

ζ1 · ζ2 = ηabζ
a
1 ζ

b
1 =

1

2
κ1κ2(x1 − x2)2. (6.10)

ζa and λζa are identified with the same xµ, so κ is a redundant variable. So conformal

invariants actually are cross ratios of invariants in Rd+1,2, for example

ζ1 · ζ2ζ3 · ζ4

ζ1 · ζ3ζ2 · ζ4

. (6.11)
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An extremely useful consequence of this is the statement that r2
12 ≡ (x1−x2)µ(x1−

x2)µ transforms under a conformal transformation by a rescaling

x2
12 →

x2
12

Ω(x1)Ω(x2)

where Ω(xi) ≡ 1 + 2b · xi + b2x2
i is the rescaling of the metric at xi under the special

conformal transformation xµ → xµ+bµ

1+2b·x+b2x2 .

6.1.2 Infinite conformal algebra in D = 2.

Here there is an important division between D = 1 + 1 and D > 1 + 1. In D = 2, in

lightcone or holomorphic coordinates where ds2 = dzdz̄, tracelessness of T says

T µµ ∝ Tzz̄ = 0 .

Conservation of the stress tensor 0 = ∂µT νµ then says

∂̄zTzz = 0, ∂zTz̄z̄ = 0.

That is T (z) ≡ Tzz is holomorphic (and T̃ (z̄) ≡ Tz̄z̄ is antiholomorphic). In the

quantum theory, these statements are true as operator equations; that is: they are

exactly true away from other operator insertions in the path integral (the lingo for this

is ‘up to contact terms’). This holomorphic factorization has the following dramatic

consequence: Given an arbitrary holomorphic function46 ξ(z), the current

j(ξ)
µ = (jz, jz̄)µ ≡ (ξ(z)T (z), 0)µ

is also conserved (!):

∂µj(ξ)
µ = ∂̄zjz − ∂jz̄ = 0.

This is infinitely many conserved currents! Basically, just from scale invariance.

What are these transformations? Recall that the current Tµν generates translations,

which by abuse of notation47 we can write as xµ → xµ + aµ. Accordingly, the current

46More precisely, since there is one for z and one for z̄, ξz, ξz̄ are components of a holomorphic

vector field.
47This abuse of notation is both very tempting and very confusing. We are not merely relabeling

our coordinates; that doesn’t do anything – physics is coordinate-independent. We are transforming

our fields by

φ→ φ′(x′) = φ(x) .

If you promise to keep this in mind, then we can use the less cumbersome expressions below.
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T (z) generates ‘holomorphic translations’: z → z + ξ with ξ constant. So it’s not too

shocking that j
(ξ)
µ generates the local transformation z → z + ξ(z). The finite version

of this transformation is just an arbitrary holomorphic map:

z → z′(z), z̄ → z̄′(z̄).

(The important thing here is that z′ does not depend on z̄!) What does this transfor-

mation do to the metric? The flat metric in holomorphic coordinates is

ds2 = dτ 2 + dx2 = dzdz̄ → ∂z

∂z′
dz′

∂z̄

∂z̄′
dz̄′ = f(z, z̄)dz′dz̄′.

The metric has only changed by an overall function. This means that the angle between

any two vectors has not changed. This is the definition of a conformal transformation.

The conformal group is infinite dimensional in D = 2.

For the example of the free massless scalar in D = 2 (with curved-worldsheet action

S[φ] = 1
2πK

∫
dxdt
√
ggµν(x)∂µφ∂νφ) the stress tensor is

Tµν =
1

2πK

(
∂µφ∂νφ−

1

2
gµν (∂φ)2

)
.

Notice that it is traceless: gµνTµν ≡ T µµ = 0. In holomorphic coordinates, ds2 = dzdz̄,

the nonzero components are

Tzz ≡ T (z) =
1

2πK
∂zφ∂zφ =

1

2πK
: ∂zφL∂zφL :,

T̄z̄z̄ ≡ T (z̄) =
1

2πK
∂̄zφ∂̄zφ =

1

2πK
: ∂̄zφR∂̄zφR : (6.12)

In the last step I’ve emphasized the factorization into L and R parts, and the fact that

quantumly we must define this composite operator somehow, and we are doing it by

normal ordering. This involves a choice of additive constant, about which there is a

bit more to say.

Conformal invariance constrains the operator algebra of a CFT, and since (various

moments of) the stress tensor components are generators of conformal transformations,

their OPEs are highly constrained.

6.2 Radial quantization

Here is an important example of a conformal transformation: Consider a cylinder with

complex coordinate w = x+ iτ ; I call it a cylinder because x ' x+L. Let’s set L = 2π

for convenience. Consider the map

w 7→ z = e−iw = eτ−ix.
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Since it’s holomorphic (z(w, w̄) doesn’t depend on w̄), this is a conformal transfor-

mation. The image is the complex z-plane. Equal-τ surfaces are circles. The spatial

momentum operator was ∂σ = z∂z − z̄∂̄z, which acts by z → eibz – rotations about

the origin. The hamiltonian on the cylinder was ∂τ = z∂z + z̄∂̄z. So time translations

become rescaling about the origin of the z-plane: the dilatation operator (the opera-

tor S that generates scale transformations) is the hamiltonian in radial quantization.

Time-ordered correlators on the cylinder are radially-ordered. One reason this is nice is

that it provides an IR cutoff even when studying infinite-volume physics. (Notice that

the operators z∂z± z̄∂̄z commute and so we can label states by their scaling dimension

∆ and spin.

In fact, so far, this all goes through for CFT in any D: Foliate RD by round

spheres about some (arbitrary) point, and regard these as equal-time slices; the CFT

Hamiltonian
∫
Sd
T00 which generates motion from one radial slice to the next is just

the dilatation operator. To see that this map from the plane to the cylinder is still

a conformal transformation, choose polar coordinates on RD so the metric is ds2
flat =

dr2 +r2dn̂2; the metric on the cylinder is dτ 2 +dn̂2 = 1
r2ds

2
flat with τ = log r. In D > 2,

the equal-radial-time-slices are D−1-spheres, and therefore the single quantum number

for spin would be replaced by a representation of SO(D).

State-operator correspondence. (any D) The conclusion is that there is a one-

to-one correspondence between eigenvectors |∆〉 of the CFT Hamiltonian on the sphere

Sd, and local scaling operators on the plane O∆.

To get a CFT state |∆〉 from a local operator Φ∆(z) just insert that operator at the

origin acting on the CFT vacuum in radial quantization about the origin. It’s easier

in equations:

Φ∆(0) |0〉 ≡ |∆〉 .
The ground state |0〉 is then the image of the identity operator under this map. If Φ∆

has dimension ∆ in the sense that [∆,Φ∆(0)] = i∆Φ∆(0) then

D |∆〉 = DΦ∆(0) |0〉 = [D,Φ∆] |0〉+ Φ∆D |0〉 = i∆ |∆〉 .

What happens if we don’t insert it at the center? Then

Φ∆(x) |0〉 = eiPxΦ∆(0)e−iPx |0〉 = eiPx |∆〉 =
∑
n

1

n!
(iPx)n |∆〉

is the primary plus a bunch of descendants in the same multiplet, since P |∆〉 = |∆ + 1〉
is a state with dimension one larger.

To get an operator from a state |∆〉, define it by its correlation functions:

〈φ1(x1)φ2(x2) · · · O∆(0)| ≡ 〈0|φ1(x1)φ2(x2) · · · |∆〉 .
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To understand this further, let’s think about the path integral on the ball Σ. Think

of it as a functional of the boundary conditions on the fields (which I’ll call φ; θ is a

coordinate on ∂Σ): ∫
φ|∂Σ(θ)=φ0(θ)

[Dφ]e−S = Ψ0[φ0] = 〈φ0|0〉

This is an integral representation of the groundstate wavefunctional. If instead we

consider the path integral with a local operator insertion, we get a wavefunctional for

a different state: ∫
φ|∂Σ(θ)φ0(θ)

[Dφ]e−SΦ(0) = ΨΦ[φ0] = 〈φ0|Φ〉 .

In a CFT this is related by a conformal transformation z = e−iw to the path integral

on the cylinder with the state |Φ〉 inserted in the far past. So to get the operator

corresponding to an arbitrary state just glue this path integral around where you want

to put the operator. To move it to a different place, just act with translation generators:

Φ(x) = e−iPµxµΦ(0)eiPµxµ .

The state operator is a beautiful thing: it says that putting a CFT on Sd is a

preferred IR regulator that respects conformal invariance – the spectrum of the Hamil-

tonian on Sd (up to an overall multiplicative factor and, in even spacetime dimensions,

an additive constant) is the list of scaling dimensions. So if we have a nice UV regula-

tor, too, it becomes a numerically practical thing. Such a nice UV regulator is the fuzzy

sphere. For more on the beauty of the state-operator correspondence in D-dimensional

CFT see the notes here by Rychkov.

Convergence of OPE. With this realization in mind, it is clear that the OPE in

CFT is a convergent expansion. Draw a round sphere containing exactly two operator

insertions, and on this time slice, insert the resolution of the identity on the Hilbert

space in the particular basis of eigenstates of the dilatation operator. Each state in

this sum correspond to a single scaling operator inserted at the center of the sphere,

which is a term in the OPE of the two operators we started with.

Adjoint in radial quantization. The adjoint is a bit weird: it is just

the adjoint on the cylinder, but two things. First, the state in the far future on the

cylinder gets mapped to z = ∞. Second, we must remember that the map from the

cylinder to the sphere produces a Jacobian. Since the adjoint operation involves an

inversion (a particular element of the conformal group), the primary Φ acquires an

extra factor from the Jacobian. This produces an extra factor in the state:

|Φ〉† = lim
z→∞
〈Φ| z−h .
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This is sometimes called the BPZ adjoint after its discoverers.

Primaries and quasiprimaries. Def: A primary operator (or field) Φh,h̄(z, z̄) of

weight (h, h̄) transforms under the conformal transformation48

(z, z̄)→ (f(z), f̄(z̄)) by Φh,h̄(z, z̄)→ (∂zf)h
(
∂̄zf̄
)h̄

Φ(f(z), f̄(z̄)).

(The way to remember this is that Φ(z)dzhdz̄h̄ is a scalar.) For example,

scaling: z → eλz =⇒ Φ→ eλ∆Φ, ∆ = h+ h̄ (scaling dimension)

rotations: z → eiθz =⇒ Φ→ eisθΦ, s = h− h̄ (spin) (6.13)

The infinitesimal transformation f(z) = z + ξ(z) results in

δξΦ(z) = (ξ∂z + h∂zξ) Φ + antiholomorphic bits.

This transformation is generated by
∫

dz
2πi
ξ(z)T (z) ≡ L[ξ] (as in 6.1.2) in the sense that

δξΦ = i[L[ξ],Φ].

Consider for a while a holomorphic operator, with h̄ = 0. It has a mode expansion

Φh(z) =
∑
n∈Z

Φnz
−n−h.

The shift by h in the moding on the plane comes from the conformal transformation

from the cylinder:

Φh(w = −i ln z) =
∑
n

Φne
−iwn

where this is just fourier expansion, and the conformal factor is
(
∂z
∂w

)h
= zh. Note that

n < 0 is positive energy.

The modes of the stress tensor are called Virasoro operators

T (z) =
∑
n

Lnz
−n−2, Ln =

∮
C0

dz

2πi
zn+1T (z).

The definition of primary implies that

[L0,Φh,h̄(0)] = hΦh,h̄(0), [Ln,Φh,h̄(0)] = 0, ∀n > 0.

48In general dimension D ≥ 2, the transformation of a primary operator of dimension ∆ is

Φ∆(x)→ |∂x
′

∂x
|∆Φ′∆(x′)

where |∂x′∂x | is the Jacobian of the conformal map.
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This in turn implies that the state∣∣Φh,h̄

〉
≡ Φh,h̄(0) |0〉

is a highest weight state of the Virasoro operators, in the sense that

L0

∣∣Φh,h̄

〉
= h

∣∣Φh,h̄

〉
, Ln

∣∣Φh,h̄

〉
= 0, ∀n > 0.

Note that the modes with n > 0 raise the value of L0. They include the ordinary

special conformal generators Cµ = (L1, L̄1)µ.

In D = 1 + 1 it is important to distinguish between Vir primary and ordinary

conformal primary, which is just killed by L1 and not Ln≥2.

Contours and commutators. You may be bothered by the connection between

the algebra in terms of OPEs on the complex plane

(like ∂φ(z)∂φ(w) ∼ 1

(z − w)2
+ · · · )

and the perhaps-more-familiar algebra of mode operators.

(like [ρn,ρm] = nδn+m ).

The very direct connection between the two comes from radial quantization. Recall

that the path integral on the plane produces radially ordered correlators:∫
[Dφ] e−S[φ]...A(z)B(w).....︸ ︷︷ ︸

these are numbers, order doesn’t matter

= 〈T (....A(z)B(w)...)〉

with

T (A(z)B(w)) =

{
A(z)B(w), |z| > |w|
B(w)A(z), |z| < |w|

So consider, for example, the commutator

[L[ξ],Φh(w)] =

(∮
|z|>|w|

−
∮
|z|<|w|

)
dz

2πi
ξ(z)T (z)Φh(w)

=

∮
Cw

dz

2πi
ξ(z)T (z)Φh(w).

This is a general rule: the commutator of modes of two

fields is given by the contour integral of one about the

other.
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The previous expression is of interest since it de-

scribes the conformal transformation of the primary

Φh parameterized by the holomorphic vector field ξ:

i[L[ξ],Φh(w)] = δξΦh(w) = (ξ∂z + h∂zξ)Φ.

Compare this expression to the general OPE

T (z)Φh(0) =
∑
n

1

zn+1
O(n)(0)

and we determine 
O(1) = hΦh

O(0) = ∂Φh

O(else) = 0

.

That is, we have shown that the OPE of the stress tensor with a primary operator of

dimension ∆ is

T (z)O(0) ∼ ∆O
z2

+
∂O
z
. (6.14)

Notice that L0 is scaling, L−1 is translations, and L1 is special conformal.

Some examples to check: (1) T (z)∂φ(0) for the free boson theory. (2) T (z)T (0) for

the free boson theory (this one is a trick question as we’ll see in 6.2.1).

Not all operators of definite scaling dimension behave this way, and this can be taken

as a definition of a primary operator. It implies that under a conformal transformation

(z, z̄)→ (w(z), w̄(z̄),

Oh,h̄(z, z̄)→
(
∂w

∂z

)h(
∂w̄

∂z̄

)h̄
Oh,h̄(w(z), w̄(z̄))

6.2.1 The Virasoro central charge in 2d CFT

Cardy on the many facets of c.

The OPE of the stress tensor with itself is

T (z)T (0) ∼ cL/2

z4
+

2T

z2
+
∂T

z
. (6.15)

(A good way to discover this is to evaluate it for the free scalar or the free fermion

case.) The quantity c appearing here is called the Virasoro central charge. The word
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‘central’ is because it is a c-number, not an operator. It is a crucial piece of data about

the CFT. It can be extracted from

〈T (z)T (0)〉 =
cL/2

z4
.

There is also a right-moving central charge which appears in the OPE T̄ T̄ .

For free bosons, with T (z) = 1
4πK

(∂φ)2 it is equal to cL = 1 (note that the Ks all

cancel out). Notice that it is additive: with N free bosons, the answer is cL = N .

For a majorana fermion, with T (z) = χL∂χL, it is equal to cL = 1
2
. A basic check

of bosonization is that a complex fermion has central charge 1
2

+ 1
2

= 1.

The associated algebra of modes is called the Virasoro algebra,

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm+n.

Notice that {L−1, L0, L1}formaclosedsubalgebra(fromwhichcdropsout); includingbothleftandright, {L−1, L0, L1, L̄−1, L̄0, L̄1} =

{P µ, D,Mµν , C
µ} are the six generators of the global conformal algebra that generalizes

to higher dimensions.

It is monotonic under Lorentz-invariant RG flows between CFTs: cUV > cIR. There-

fore it is a useful measure of the number of degrees of freedom. In fact, using the

definition

c = lim
z→0

2z4 〈T (z)T (0)〉

it can be extended away from RG fixed points; Zamolodchikov proved that this quantity

is monotonic along any Lorentz-preserving RG flow. See David Tong’s notes for a proof

by demanding that the speed of sound is less than the speed of light.

Comparing (6.14) and (6.15) we see that nonzero c means that the stress tensor

itself is not a primary. It transforms weirdly under conformal transformations, in a

very definite way. This means, for example, that under the map from the cylinder to

the plane, the additive normalization of the stress tensor changes. For an application

of this to Casimir energy of CFT on a sphere, see the homework.

Relatedly, c can be interpreted as a conformal anomaly or Weyl anomaly.

T µµ =
c

24π
R.

The relation between this statement and the stress tensor OPE is the same as that

between the chiral anomaly in the form ∂µjAµ = k F
2π

the current-current OPE

j(z)j(0) ∼ k

z2
.
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In the realization by free fermions, both of these effects come from the ‘diangle’ diagram:

This singularity in the OPE implies the anomalous nonconservation when coupling to

a background gauge field. In the presence of a source coupling to the current (A for j,

or curvature for Tµν), the statement about the two-point function implies a statement

about the one-point function. (See David Tong’s notes for a derivation of the Weyl

anomaly in 1+1d.)

6.3 Back to general dimensions.

The conformal group in D > 2 is finite dimensional, but it still produces powerful

constraints.

So we can make our list of operators specifying the CFT much shorter by simply

enumerating the primaries (and their dimensions, spins, and structure constants). All

the structure constants for the descendants are determined from this data by conformal

invariance.

6.3.1 Constraints on correlation functions from CFT

(any D) We consider correlators of primaries; to get correlators of descendants just take

derivatives of those of their primaries. We’ll also focus for simplicity on scalar operators.

A correlation function of N primaries transforms under a conformal transformation as〈∏
i

Φ′i(x
′
i)

〉
=
∏
i

Ω(xi)
−∆i

〈∏
i

Φi(xi)

〉
.

You should regard the operators Φ′ on the LHS as the images of Φ under a spacetime-

dependent RG transformation.

Suppose we have in our possession a conformal invariant I which depends on N

spacetime positions.

• Translations imply that I depends only on differences xi−xj (of which there are

D(N − 1)).

• Rotations imply that I depends only on distances rij ≡ |xi − xj| of which there

are N(N−1)
2

.
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• Scale invariance implies that I depends only on ratios of differences
rij
rkl

.

• Special conformal transformations act on these distances by

(r′12)2 =
r2

12

Ω1Ω2

where

Ωi ≡ 1 + 2b · xi + b2x2
i

is the factor by which the metric at xi rescales under the associated transfor-

mation. (The easiest way to see this is by doing it for an inversion first, and

then using the construction of special conformal transformations as I ◦ T ◦ I.

Alternatively, this is where the projective null cone comes into its own.) Only

cross-ratios
rijrkl
rikrjl

are invariant under this. There are N(N−3)
2

of these (and none at all for N < 4).

This discussion of invariants has the following implications.

1. One-point functions of primaries of nonzero dimension vanish if there is a confor-

mally invariant vacuum, D |0〉 = 0. That this is so can be seen as follows. The

infinitesimal scale transformation of a primary is

δΦ(x) =
(
Ω−∆Φ(x′)− Φ(x)

)
|Ω=e−λ,x′=e−λx = λ (∆ + xµ∂µ) Φ(x) = iλ[D,Φ(x)].

The last step is the statement that the dilatation operator D generates scale

transformations. Therefore:

〈0|Φ∆(0) |0〉 =
i

∆
〈0| [D,Φ∆(0)] |0〉 = 0.

2. In CFT, two point functions of primaries are only nonzero if the primaries have

the same dimension. This requires conformal invariance; the rest is determined

by scale, translation and rotation:

〈0|φ1(z)φ2(w) |0〉 =
δh1,h2

r2h1
12

.

3. 〈
3∏
i=1

φi(zi)

〉
= C123r

2(−h1−h2+h3)
12 r

2(−h2−h3+h1)
23 r

2(−h3−h1+h2)
31

C123 is the OPE coefficient between the three operators. Notice that this is more

than scaling, which just says that the sum of the powers should be h1 + h2 + h3.
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4. 〈
4∏
i=1

φi(zi)

〉
= f(x1, x2)

∏
i<j

r
−2(hi+hj+

∑
k hk/3)

ij

where x12 are the two cross-ratios. In two dimensions, these are

x =
z12z34

z13z24

and x̄.

It seems like N ≥ 4-point functions are underconstrained. However, we have see

that the successive use of the OPE relates them (via known functions) to sums of 3-

point functions. The unknown functions of cross-ratios are actually determined by this

process! The general name for such objects is conformal blocks.

6.3.2 Thermodynamics of a CFT

Thermodynamics of scale-invariant theories is very constrained. The partition function

is defined as

ZCFT = TrCFT (exp(−H/T )) .

In the thermodynamic limit, lnZ is extensive, i.e. proportional to the volume of the

space. But lnZ is a dimensionless quantity. Hence, we must have lnZ ∼ V T d (d is

the number of spatial dimensions) in the absence of any other energy scales (such as a

chemical potential for some conserved charge). The free energy then will be

F = −T lnZ = cV T d+1.

where this c should be regarded as a rough measure of the number of degrees of freedom

of the CFT. In d = 2 it is proportional to the Virasoro central charge. In other cases,

this statement is less sharp.

As with any conservation law, T µµ = 0 is an operator equation in the full quantum

theory. What happens if we put it inside Tr(e−H/T ), with no other insertions? The

operator equation then translates into the following equation

0 = Tr(T µµ e
−H/T ) = 〈T00〉 − 〈Tii〉 = E − dP.

This last relation gives the speed of the sound of a CFT:

cs =

√(
∂P

∂E

)
S

=

√
1

d
(6.16)
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6.3.3 High-energy density of states of CFT

Here is a consequence of conformal invariance for the spectrum of a CFT in D = 1 + 1.

Consider the thermal partition function of a D = 1 + 1 CFT on a circle of radius

L. This can be computed by a path integral on S1 × S1 (a 2-torus) where x ≡ x + L

and τ ≡ τ + β.

1) Conformal invariance implies that Z(β, L) actually only depends on the ratio:

Z = Z(β/L).49

2) The path integral doesn’t know which direction you think is time and which one

you think is space. Therefore

Z(β/L) = Z(L/β). (6.17)

Notice that this requires a rescaling to get back to the same volume, so isn’t true

in a QFT without scale invariance. Also, we used the Euclidean rotation invariance,

i.e. Lorentz invariance, so that time and space are equivalent.

This condition of modular invariance relates the high-temperature (T � L−1) be-

havior to the low-temperature (T � L−1) behavior.

A brief comment on the fancy name: we can define a more general partition sum

where we include a chemical potential for angular momentum:

Z(τ, τ̄) ≡ tre−β(L0+L̄0−αcL )eµ(L0−L̄0) ≡ trqL0−aq̄L̄0−ā

where q ≡ e2πiτ . This complex parameter τ specifies the shape of a more general torus,

where the complex spacetime coordinate is identified by

z ≡ z + 1, z ≡ z + τ.

You get the same torus if τ is replaced according to

τ → aτ + b

cτ + d
with

(
a b

c c

)
∈ SL(2,Z).

49There is actually some danger in this statement. The conformal anomaly Tµµ = c
24πR implies

that on a general Riemann surface, the partition sum does depend on the overall volume, in a way

determined by the curvature. More generally, the partition sum on a surface Σ of genus g and overall

scale R (this is the radius in the case where Σ = S2) satisfies

R∂RZΣ(R) =

〈∫
Σ

Tµµ

〉
=

〈∫
Σ

c

24π
R
〉

Gauss-Bonnet
=

c

24π
(2− 2g).

which we can integrate to find the volume dependence. But in the case of a torus (g = 1), the

curvature integrates to zero and the answer does not depend on the volume.
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3) On the homework, you showed that the funny transformation law of the stress

tensor under a conformal transformation determines the vacuum energy on a circle in

terms of the central charge:

HCFT on S1 = L0 + L̄0 − α
c

L
,

where the constant α = π2

3
. The groundstate is the state |0〉 = |1〉 corresponding to

the identity, which has L0 |1〉 = L̄0 |1〉 = 0, so the groundstate energy is E0 = −α c
L

.

This means that

Z(x = β/L)
x→∞' e−βE0 + · · · = e+βαc

L + · · ·

Using (6.17), we learn that the free energy at high temperature is then

Z
β/L→0' e

+Lαc
β .

That is, the free energy at high temperature is

F (T ) = −T logZ
T�L' αcLT 2. (6.18)

The fact that it goes like T 2 is determined by dimensional analysis as we saw above,

but here the exact coefficient is determined in terms of the central charge, c.

The result is usually stated in terms of the microcanonical entropy, S(E), related

to (6.18) by a Legendre transformation. If F (T ) = γLdT d+1, then

E = F + TS|S=−∂TF = dγLdT d =⇒ T =

(
E

dγLd

)1/d

which says

S(E) = −∂TF =
(d+ 1)γLd

(dγLd)1/d
E

d
d+1 .

In D = 2 γ is determined by the central charge.

This result is due to Cardy, and was more recently made rigorous using techniques

from analytic number theory.

6.3.4 A few words about the Conformal Bootstrap

Earlier I said that given a ‘solution’ to a CFT in the form of a list of primaries and their

dimensions and OPE structure constants, you could compute any n-point correlator

by repeated use of the OPE to reduce it to a two-point function, by the following kind

of operation:
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[from Rychkov’s CFT notes]

Some interesting questions and previews of the answers:

(1) Which sets of scaling dimensions arise from CFTs which actually exist?

The general answer is not known. One set of constraints follows from unitarity in

the form of positivity of the inner product on the CFT Hilbert space. For example,

the dimension of a scalar operator (other than 1) must be larger than the free field

dimension (D−2
2

)50.

(2) In implementing the reduction to three-point functions and structure constants,

you have a choice about the order in which you group the operators. Do you get the

same answer independent of the order?

The condition that you do – the associativity of the OPE – imposes significant

constraints on the structure constants and dimensions.

(3) Are there more constraints from higher-order diagrams?

Claim: no. The analog of the ‘pentagon identity’ is automatic.

To make use of the (many!) associativity constraints, a further ingredient is re-

quired, which is called conformal blocks. For more in this direction, a good starting

point is Rychkov and the longer review by Simmons-Duffin.

In D = 2 it really works [BPZ]. This approach has led to complete solutions of all

unitary CFTs with c < 1 (specifically, unitary representations of Virasoro with c < 1

50This follows from the fact that D appears on the RHS of [Cµ,Pν ]. A crucial ingredient comes

from the fact that the dagger of a lowering operator is a raising operator (obvious, right?). In radial

quantization this implies the weird-looking formula:

P†µ = Cµ .

For more details, I recommend the discussion leading up to eqn (5.57) of Jared Kaplan’s AdS/CFT

notes.
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requires c = 1 − 6
m(m+1)

|m=3,4,5... = 1
2
, 4

5
, 7

8
· · · , and very specific values of the scaling

dimensions of primaries, m = 3 is the Ising model; this is explained in Ginsparg’s

notes), and a number of interesting examples (e.g. Liouville theory) with c > 1. More

recently, this program has had success in 2 + 1 dimensions: the 3d Ising model has

been cornered.

[End of Lecture 21]
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7 Holographic duality

Quantum gravity is different. For three quarters now we’ve been talking about field

theories, which you’ll recall I defined as systems with extensive degrees of freedom. In

a system with extensive degrees of freedom:

(total # of possible states) is proportional to (# possible states of each site)(# of sites) ∼ 2V

The number of sites V (the volume of space in units of the lattice spacing) is something

bigger than Avogadro’s number 1023, so these are some catastrophically big numbers.

To make the numbers a bit more manageable let’s take the logarithm of both sides:

log (# of states) ∼ V log 2.

This quantity appears in the thermodynamics of the system. Recall that the entropy

is the log of the number of states consistent with the information we have about the

state of the system:

S(F ) = log (# of states with macroscopic feature F ) ≤ Smax ∼ V log 2.

The biggest the entropy can be is the log of the total number of states of the system.

The conclusion is that in a QFT, the maximum entropy goes like the volume of space.

The main point I want to convey in this final subsection is that quantum gravity is

not like this. Here is a rough four-step argument for this crazy claim (due to ’t Hooft

and Susskind in the early 1990s). The key ingredient is:

Black Hole Thermodynamics.

1. A black hole is an object from which there is (classically) no escape, because the

escape velocity is larger than the speed of light. The region from which there

is no escape is bounded by the black hole’s event horizon. Their existence is a

direct consequence of (the universally attractive nature of) gravity.

2. If you throw together enough stuff in a small-enough region, you will make a

black hole.

3. Consistent laws of thermodynamics in the presence of gravity require that we

assign a black hole an entropy. The idea is: if we didn’t assign an entropy

to a black hole, we could violate the second law of thermodynamics and build

perpetual-motion machines. We could do this just by throwing all our trash into

a black hole. Since the high-entropy trash would just be gone, doing so would

reduce the entropy of the world.
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The entropy we must assign to a black hole in Einstein gravity is

SBH =
area of horizon

4l2P
,

lP ≡
√

GN~2

c3
is the Planck length, the intrinsic length scale of the gravitational

interactions.

With this realization (due to Bekenstein and Hawking), there is a consistent set

of laws of thermodynamics including black holes. The second law is generalized

to the statement that S+SBH doesn’t decrease (with overwhelming probability).

4. Now, let’s ask: what is the maximum entropy in a gravitating system? I claim

that

Smax(stuff in a region of space with surface area A in a gravitating system) = SBH(biggest) =
A

4l2P
,

where SBH(biggest) is the entropy of the biggest black hole that fits in the region.

The idea is: suppose this were not the case, i.e. we have a collection of stuff in

the region in question with Estuff < MBH and Sstuff > SBH. Now throw some

trash into the region. This increases the energy at fixed volume, so increases the

density. If we do it enough, the system will gravitationally collapse, and form a

black hole. But then the resulting entropy would be Sfinal ≤ SBH ≤ Sinitial. In

this way we would could violate the second law of thermodynamics, and build

perpetual motion machines and save the world from the infestation of humans.

So that means we probably can’t do this.

But now recall that the maximum entropy is

Smax ∝ # of dofs.

We’ve just shown that for a system with black holes

Smax ∝ # of dofs ∝ area

l2P
� volume

l3P

where the last inequality is true for regions large enough compared to the Planck

length.

This means that gravity has the same number of degrees of freedom as an ordinary

system (field theory) living on the boundary of space. This is called the Holographic

Principle.

This is a general principle about gravity, and makes us really want to know: who is

this field theory living on the boundary of space? In general we don’t know the answer.

196



There is one set of examples where we do know, which is for gravity with a nega-

tive cosmological constant. (In our world we have a very teeny positive cosmological

constant.) In this case, solving Einstein’s equations shows that space has a naturally-

occurring boundary, which is frozen in a sense. Near this boundary, the geometry is

anti-de Sitter space. Gravity in asymptotically-anti-de Sitter space (AdS) is a special

kind of field theory (called a conformal field theory (CFT)) living on the one-lower-

dimensional boundary. This AdS/CFT correspondence was discovered using string

theory, and we know lots of examples and can check it in lots of ways. It is an explicit

realization of the holographic principle.

I mentioned that black holes have an entropy. This means they must also have a

temperature. But a hot body in outer space will radiate. This means that black holes

evaporate, and it seems that all that is left is some thermal radiation labelled by the

temperature. Where does the information about what made the black hole go when

this happens? This is the black hole information problem.

There can be black holes in AdS, which (if they’re small enough) behave just like

black holes in flat space, and will evaporate. But that whole process is described by

the dual CFT, which is an ordinary quantum system with unitary time evolution, from

which information cannot disappear. So the AdS/CFT correspondence tells us the

resolution of the black hole information problem (the information does not go away),

but doesn’t tell us exactly how it is resolved.

A word about entanglement: in an ordinary system (a field theory), the Hilbert

space is a tensor product of the Hilbert spaces of the individual degrees of freedom.

For example, the Hilbert space of one spin is H2 = span{|0〉 , |1〉}, the vector space

spanned by these two vectors, i.e.all linear combinations of the form a0 |0〉+ a1 |1〉. If

I have two spins, the Hilbert space is

H2 ⊗H2 = span{|00〉 , |01〉 , |10〉 , |11〉}.

The dimension of the Hilbert space for N spins is 2N , and this is the number we were

counting above.

A state of two spins of the form can be a product state like |00〉 or |11〉, or it can

be some superposition like |00〉 + |11〉. The latter state is said to be entangled. The

entanglement entropy is a way to quantify this51.

51If HA = span{|a〉 , a = 1..NA} and HB = span{|b〉 , b = 1..NB}, then a general state of HA ⊗HB
is of the form

|w〉 =

NA∑
a=1

NB∑
b=1

wab |a〉 ⊗ |b〉 .

So all the information is in the matrix wab. The entanglement entropy of A (or of B) is S =

−∑λ2 log λ2 where {λ} are the eigenvalues of the matrix w.
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If we have degrees of freedom spread over space, we can ask about the entanglement

of some region with its complementary region.

But notice that the very notion of entanglement between regions of space required

the degrees of freedom to be extensive, as in a field theory. So we don’t really know

what we mean by the entanglement of a region in a theory of gravity.

The temperature of a black hole. A black hole in D = 3 + 1 looks like

ds2
Sch = −f(r)dt2 +

dr2

f(r)
+ r2dΩ2 . (7.1)

dΩ2 = dθ2 + sin2 θdϕ2 is the line element on the unit 2-sphere. The event horizon is

located at a zero of the emblackening factor f(r). For a generic (non-extremal) black

hole, f(r)
r∼rH∼ 2κ(r − rH) has a single zero at the horizon (this defines the surface

gravity κ), and the metric near the horizon can be rewritten in the form:

ds2
Sch = −f(r)dt2 +

dr2

f(r)
+ r2dΩ2

≈ κ2R2dt2 + dR2 + r(R)2dΩ2

= −R2dη2 + dR2 + . . .

≈ −dT 2 + dZ2 + dX2 + dY 2 .

For definiteness I used the form of the Schwarzschild black hole in D = 4: f =

1− rH/r, rH = 2GM , R(r) =
√
r(r − 2GM) + . . ., κ = 1/4GM , η = κt, T = R sinh η

and Z = R cosh η. Notice that after the transformation, we obtain the Minkowski

space R3,1. Rindler space is Minkowski space in the coordinate frame of a uniformly

accelerating observer, whose worldline sits at fixed R. η is called the Rindler time; you

can see from the last step that it is the rapidity from the point of view of the final

Minkowski space. What we get is shown in Fig. 12. Notice that the two lines defined

by {r = 2GM, η = ∞} and {r = 2GM, η = −∞} divide the space into four regions {
I, II, III, IV }.

The simplest way to see that a black hole has a temperature is to think about the

euclidean geometry. Let θ = −iη. Then the metric is

ds2 = R2dθ2 + dR2 + ...

which is just flat space in polar coordinates. But this space is only actually flat if

θ ≡ θ+ 2π. Otherwise R = 0 is the tip of a cone, at which there is localized curvature.

Such curvature does not solve the vacuum Einstein equations. So the black hole requires

euclidean time to be periodic with τ = −it ≡ τ+2πκ. The periodicity of euclidean time

is β = 1/T (recall that the thermal partition function is tre−βH , and e−βH generates a
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Figure 12: The geometry of the near-horizon region of a generic black hole is Rindler space. [Figure

by Wing-Ko Ho]

translation in euclidean time by an amount β), so T = 1
2πκ

is the temperature of the

black hole.

We can understand this in more detail as follows. Region I is the region outside

the horizon of the black hole. The key observation is that region I is self-contained.

That is, region II and III can’t communicate with it, while information from region IV

passes through the line {r = 2GM, η = −∞} and hence corresponds to initial data.

Therefore, at T = 0, the degrees of freedom at Z < 0 (marked by L on the figure) have

no effect on region I. Thus we should trace over them when computing stuff in region

I.

Now, Claim: Let |g.s.〉 be the ground state of any quantum field theory in Minkowski

space, and let Tµν be its stress-energy tensor. Its reduced density matrix on region I is

ρR = trL|g.s.〉〈g.s.| = 1

Z e
−2πHR
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where HR is the Rindler Hamiltonian:52

HR =

∫
constant T

ddxTηT

and Z = trR e
−2πHR .

Notice that the density matrix we obtained is not a pure state but is entangled

with the L d.o.f. (hence S = −trρR ln ρR 6= 0). Much more specifically, it is a thermal

density matrix with temperature TRindler = 1/2π.

Proof of Claim [Unruh, Bisognano-Wichmann 1975-6]. We will write the argu-

ment for a scalar field φ, but the argument is general. So consider a scalar field φ in

Rindler space. A complete set of commuting d.o.f’s at T = 0 is

φ(x, y, z) =

{
φR(x, y, z) for z > 0

φL(x, y, z) for z < 0

φR and φL commute because they are at spacelike separated points. Any wavefunctional

of the field φ can then be written as Ψ = Ψ[φL, φR] = 〈φLφR|Ψ〉.
The ground state is just the Minkowski space vacuum. The Feynman-Kac formula

gives us a path integral representation of its wavefunctional:

Ψg.s.[φL, φR] =
1√
Z

∫
x0>0,φ(~x,x0=0)=(φL,φR)

[dφ]e−SEucl[φ]

This equation is written using constant-x0 = −iT time slices. We can gain some insight

by instead slicing up the path integral by constant euclidean Rindler time θ(= −iη)

(see Fig. 13(a) for illustration); euclidean Rindler time is just the angular coordinate

in the x0, Z plane. This yields:53

Ψg.s.[φL, φR] =
1√
Z

∫
0<θ<π
φ(θ=0)=φR
φ(θ=π)=φL
∂Rφ(R=0)=0

[dφ]e−SEucl[φ] =
1√
Z
〈φL| e−πHR |φR〉 (7.2)

The last condition ∂Rφ(R = 0) = 0 is simply a requirement that the function φ is

regular at the origin. We identify the RHS of (7.2) 〈φL| e−πHR |φR〉 as the transition

amplitude.

52Note that [HR] = 1 since the Rindler time is dimensionless [η] = 1.
53We are transforming the variable that the function takes, rather than the function itself, and it is

the function that’s being integrated. Thus there is no Jacobian involved here.
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Figure 13: (a) Change in slicing sequence. The magenta lines are the old x0 slices while the blue lines

are the new θ slices. (b) Fluctuation in different regions of the Rindler space. [Figures by Wing-Ko

Ho]

Hence the matrix elements of ρR = trL|gs〉〈gs| are

〈φR| ρR |φ′R〉 =

∫
[dφL]Ψ∗[φL, φR]Ψ[φL, φ

′
R]

=

(
1√
Z

)2 ∫
[dφL] 〈φR| e−πHR |φL〉 〈φL| e−πHR |φ′R〉

=
1

Z 〈φR| e
−2πHR |φ′R〉

�

Some results and comments:

1. Forgetting for a moment about the motivation from black holes, this shows that a

constantly accelerated observer54 in Rn,1 sees a Unruh radiation with temperature

Tproper =
1

2πR
=

a

2π
. (The factor of R comes from the fact that the proper time

is τ = Rη, so ∂τ = 1
R
∂η = 1

R
HR.)

54Here a is the constant acceleration, defined by a2 ≡ gµνaµaν , where aµ = ∂2
τX

µ is the proper

acceleration vector, and τ is the proper time along the worldline. A uniformly accelerating observer

follows a trajectory T = R sinh η, Z = R cosh η with fixed R, and the proper time satisfies dτ2 ≡
−ds2 = R2dη2 along the worldline. This equation shows that a = 1

R . Thanks to Bowen Shi for

pointing out an error here.
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2. By the equivalence principle, the same happens outside a black hole. The corre-

sponding Schwarzschild time is t = η/κ, which implies that TBH = TRindler =
κ

2π
.

This determines the temperature of the black hole in terms of the horizon radius,

or equivalently in terms of its mass, and fixes the proportionality constant in the

relation between entropy and area.

3. Where does the thermal radiation come from? Very heuristically, there are three

types of fluctuations (see Fig. 13(b)):

(i) is just ordinary pair production fluctuation, with lifetime ∝ ~/E
(ii) is something that we need not care about, if we live in region I

(iii) corresponds to stuff that enters at η = −∞, R = 0 and falls back at η =

+∞, R = 0. In Schwarzschild time this particle stays forever. Hence this particle

is real.

4. What we have calculated is the density matrix of a quantum field in a neighbor-

hood outside r ∼ rH . Not all energy will get to ∞ because the black hole is like

a potential well. The rate of particle emission includes what is called a greybody

factor to account for this. The more complicated calculation done by Hawking

includes this factor, but has the huge drawback of only applying to free fields.

5. Information paradox. A black hole can form from a dictionary or worse a pure

quantum state, and then (apparently) evaporate into thermal radiation. The

thermal density matrix is determined by one number only.

Q1. Is this a unitarity evolution?

Q2. Entropy results from coarse-graining. What are the microstate?

Q3. How is the information stored in the black hole?

Via AdS/CFT it is possible to answer Q1 and Q2.

Holographic duality. [This is a highly condensed version of these notes, which

in turn are a condensed version of this course. The logic is from here.]

Bold Assertion:

(a) Some ordinary quantum field theories (QFTs) are secretly quantum theories of

gravity.

(b) Sometimes the gravity theory is classical, and therefore we can use it to compute

interesting observables of the QFT.

Here are three facts which make the Assertion seem less unreasonable.

1) First we must define what we mean by a quantum gravity (QG). As a working

definition, let’s say that a QG is a quantum theory with a dynamical metric. In

enough dimensions, linearizing equations of motion (EoM) for a metric usually reveals
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a propagating mode of the metric, some spin-2 massless particle which we can call a

‘graviton’.

So at the least the assertion must mean that there is some spin-two graviton particle

that is somehow a composite object made of QFT degrees of freedom. This statement

seems to run afoul of the Weinberg-Witten no-go theorem, which says:

Theorem [Weinberg-Witten]: A QFT with a Poincaré covariant conserved stress ten-

sor T µν forbids massless particles of spin j > 1 which carry momentum (i.e. with

P µ =
∫
dDxT 0µ 6= 0).

You may worry that the assumption of Poincaré invariance plays an important

role in the proof, but the set of QFTs to which the Bold Assertion applies includes

relativistic theories.

Like any good no-go theorem, it is best considered a sign pointing away from wrong

directions. The loophole in this case is blindingly obvious in retrospect: the graviton

needn’t live in the same spacetime as the QFT.

2) is the Holographic Principle described above. This suggests that the gravity

theory should live in a spacetime with an extra dimension.

3) A beautiful hint as to the possible identity of the extra dimensions is this. Wilson

taught us that a QFT is best thought of as being sliced up by length (or energy) scale,

as a family of trajectories of the renormalization group (RG). A remarkable fact about

this is that the RG equations for the behavior of the coupling constants as a function

of RG scale u are local in scale:

u∂ug = β(g(u)) .

The beta function is determined by the coupling constant evaluated at the energy scale

u, and we don’t need to know its behavior in the deep UV or IR to figure out how

it’s changing. This fact is basically a consequence of locality in ordinary spacetime.

This opens the possibility that we can associate the extra dimension suggested by the

Holographic idea with energy scale. This notion of locality in the extra dimension

actually turns out to be much weaker than what we will find in AdS/CFT, but it is a

good hint.

To summarize, we have three hints for interpreting the Bold Assertion:

1. The Weinberg-Witten theorem suggests that the graviton lives on a different

space than the QFT in question.

2. The holographic principle says that the theory of gravity should have a number

of degrees of freedom that grows more slowly than the volume. This suggests

that the quantum gravity should live in more dimensions than the QFT.
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3. The structure of the Renormalization Group suggests that we can identify one of

these extra dimensions as the RG-scale.

Clearly the field theory in question needs to be strongly coupled. Otherwise, we

can compute and we can see that there is no large extra dimension sticking out.

Next we will make a simplifying assumption in an effort to find concrete examples.

The simplest case of an RG flow is when β = 0 and the system is self-similar. In a

Lorentz invariant theory (which we also assume for simplicity), this means that the

following scale transformation xµ → λxµ (µ = 0, 1, 2, ...d − 1) is a symmetry. If the

extra dimension coordinate u is to be thought of as an energy scale, then dimensional

analysis says that u will scale under the scale transformation as u → u
λ
. The most

general (d + 1)-dimensional metric (one extra dimension) with this symmetry and

Poincaré invariance is of the following form:

ds2 =

(
ũ

L̃

)2

ηµνdx
µdxν +

dũ2

ũ2
L2 .

We can bring it into a more familiar form by a change of coordinates, ũ = L̃
L
u:

ds2 =
(u
L

)2

ηµνdx
µdxν +

du2

u2
L2 .

This is AdSd+1
55. It is a family of copies of Minkowski space, parametrized by u, whose

size varies with u (see Fig. 14). The parameter L is called the ‘AdS radius’ and it has

dimensions of length. Although this is a dimensionful parameter, a scale transformation

xµ → λxµ can be absorbed by rescaling the radial coordinate u→ u/λ (by design); we

will see below more explicitly how this is consistent with scale invariance of the dual

theory. It is convenient to do one more change of coordinates, to z ≡ L2

u
, in which the

metric takes the form

ds2 =

(
L

z

)2 (
ηµνdx

µdxν + dz2
)

. (7.3)

These coordinates are better because fewer symbols are required to write the metric.

z will map to the length scale in the dual theory.

So it seems that a d-dimensional56 conformal field theory (CFT) should be related

to a theory of gravity on AdSD+1. This metric (7.3) solves the equations of motion of

55It turns out that this metric also has conformal invariance. So scale and Poincaré symmetry implies

conformal invariance, at least when there is a gravity dual. This is believed to be true more generally

(see Polchinski’s 1987 paper), but there is no proof for D > 1 + 1. Without Poincaré invariance, scale

invariance definitely does not imply conformal invariance; indeed there are scale-invariant metrics

without Poincaré symmetry, which do not have have special conformal symmetry.
56Note that I am forced to violate my convention for d and D in either the bulk or the boundary of

this correspondence. Below I use D the number of spacetime dimensions of the boundary.
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Figure 14: The extra (‘radial’) dimension of the bulk is the resolution scale of the field theory. The

left figure indicates a series of block spin transformations labelled by a parameter z. The right figure

is a cartoon of AdS space, which organizes the field theory information in the same way. In this sense,

the bulk picture is a hologram: excitations with different wavelengths get put in different places in

the bulk image.

the following action (and many others)57

Sbulk[g, . . . ] =
1

16πGN

∫
dD+1x

√
g (−2Λ +R+ . . . ) . (7.4)

Here,
√
g ≡

√
| det g| makes the integral coordinate-invariant, and R is the Ricci scalar

curvature. The cosmological constant Λ is related by the equations of motion

0 =
δSbulk

δgAB
=⇒ RAB +

D

L2
gAB = 0 (7.5)

to the value of the AdS radius: −2Λ = D(D−1)
L2 . This form of the action (7.4) is

what we would guess using Wilsonian naturalness (i.e., the ‘Landau-Ginzburg-Wilson

paradigm’ or the EFT strategy): we include all the terms that respect the symmetries

and redundancies (in this case, this is general coordinate invariance), organized by

decreasing relevantness, i.e. by the number of derivatives. The Einstein-Hilbert term

(the one with the Ricci scalar) is an irrelevant operator: R ∼ ∂2g+(∂g)2 has dimensions

of length−2, so GN here is a lengthD−1, the Planck length: GN ≡ `D−1
pl ≡ M1−D

pl (in

units where ~ = c = 1). The gravity theory is classical if L � `pl. In this spirit, the

. . . on the RHS denote more irrelevant terms involving more powers of the curvature.

Also hidden in the . . . are other bulk fields that vanish in the dual of the CFT vacuum

(i.e. in the AdS solution).

This form of the action (7.4) is indeed what comes from string theory at low energies

and when the curvature (here, R ∼ 1
L2 ) is small (compared to the string tension,

1
α′
≡ 1

`2s
; this is the energy scale that determines the masses of excited vibrational

57For verifying statements like this, it can be helpful to use Mathematica or some such thing.
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modes of the string), at least in cases where we are able to tell. The main role of string

theory in this business (at the moment) is to provide consistent ways of filling in the

dots.

But wait: in a theory of gravity, the space-time metric is a dynamical variable, and

we only get to specify the boundary behavior. The AdS metric above has a boundary

at z = 0. This is a bit subtle. Keeping xµ fixed and moving in the z direction from

a finite value of z to z = 0 is actually infinite distance. However, massless particles

in AdS (such as the graviton discussed above) travel along null geodesics; these reach

the boundary in finite time. This means that in order to specify the future evolution

of the system from some initial data, we have also to specify boundary conditions at

z = 0. These boundary conditions will play a crucial role in the discussion below.

So we should amend our statement to say that a D-dimensional conformal field

theory is related to a theory of gravity on spaces which are asymptotically AdSD+1.

Note that this case of negative cosmological constant (CC) turns out to be much easier

to understand holographically than the naively-simpler (asymptotically-flat) case of

zero CC, which has a null boundary. Let’s not even talk about the case of positive CC

(asymptotically de Sitter), which has a boundary in the future.

Different CFTs will correspond to such theories of gravity with different field content

and different bulk actions, e.g. different values of the coupling constants in Sbulk. The

example which is understood best (and was found first) is the case of the N = 4 super

Yang-Mills theory (SYM) in four dimensions. This is dual to maximal supergravity in

AdS5 (which arises by dimensional reduction of ten-dimensional IIB supergravity on

AdS5 × S5). In that case, we know the precise values of many of the coefficients in

the bulk action. This will not be very relevant for our discussion below. An important

conceptual point is that the values of the bulk parameters which are realizable will in

general be discrete58. This discreteness is hidden by the classical limit.

We will focus on the case of relativistic CFT, but let me emphasize here that the

name ‘AdS/CFT’ is a very poor one: the correspondence is much more general. It

can describe deformations of UV fixed points by relevant operators, and it has been

extended to cases which are not even relativistic CFTs in the UV: examples include

fixed points with dynamical critical exponent z 6= 1, Galilean-invariant theories and

theories which do more exotic things in the UV like the ‘duality cascade’.

Counting of degrees of freedom. [Susskind-Witten] We can already make a

check of the conjecture that a gravity theory in AdSD+1 might be dual to a QFT in D

dimensions. The holographic principle tells us that the area of the boundary in Planck

58An example of this is the relationship (7.9) between the Newton constant in the bulk and the

number of species in the field theory, which we will find next.
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units is the number of degrees of freedom (dof), i.e. the maximum entropy:

Area of boundary

4GN

?
= number of dof of QFT ≡ Nd .

Is this true? Yes: both sides are equal to infinity. We need to regulate our counting.

Let’s regulate the field theory first. There are both UV and IR divergences. We put

the thing on a lattice, introducing a short-distance cut-off ε (e.g., the lattice spacing)

and we put it in a cubical box of linear size R. The total number of degrees of freedom

is the number of cells
(
R
ε

)d−1
, times the number of degrees of freedom per lattice

site, which we will call ‘N2’. The behavior suggested by the name we have given

this number is found in well-understood examples. It is, however, clear (for example

from the structure of known AdS vacua of string theory) that other behaviors N b are

possible, and that’s why I made it a funny color and put it in quotes. So Nd = Rd

εd
N2.

The picture we have of AdSD+1 is a collection of copies of d-dimensional Minkowski

space of varying size; the boundary is the locus z → 0 where they get really big. The

area of the boundary is

A =

∫
Rd−1, z→0, fixed t

√
gddx =

∫
RD−1, z→0

ddx
LD−1

zd
. (7.6)

As in the field theory counting, this is infinite for two reasons: from the integral over x

and from the fact that z is going to zero. To regulate this integral, first put x ' x+R

in a box again, and second evaluate not at z = 0 but rather cut it off at z = ε. This

idea is that the boundary of AdS is associated with the UV behavior of the field theory,

and that cutting off the geometry at z = ε is a UV cutoff (not identical to the lattice

cutoff, but close enough for our present purposes). Given this,

A =

∫ R

0

ddx
Ld

zd
|z=ε =

(
RL

ε

)d
. (7.7)

The holographic principle then says that the maximum entropy in the bulk is

A

4GN

∼ Ld

4GN

(
R

ε

)d
. (7.8)

We see that the scaling with the system size agrees – the both-hand-side goes like

Rd. So AdS/CFT is indeed an implementation of the holographic principle. We can

learn more from this calcluation: In order for the prefactors of Rd to agree, we need

to relate the AdS radius in Planck units Ld

GN
∼ (LMpl)

d to the number of degrees of

freedom per site of the field theory:

Ld

GN

= N2 (7.9)
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up to numerical prefactors.

An important conclusion from this calculation is that the gravity theory is classical

L� `P precisely when the number of degrees of freedom at each point of space in the

QFT, N2, is large.

Preview of the AdS/CFT correspondence. Here’s the ideology:

fields in AdS ←→ local operators of CFT

spin spin

mass scaling dimension ∆

In particular, for a scalar field in AdS, the formula relating the mass of the scalar field to

the scaling dimension of the corresponding operator in the CFT is m2L2
AdS = ∆(∆−D).

One immediate lesson from this formula is that a simple bulk theory with a small

number of light fields is dual to a CFT with a hierarchy in its spectrum of operator

dimensions. In particular, there need to be a small number of operators with small

(e.g. of order N0) dimensions. (If you are aware of explicit examples of such theories,

please let me know.) This is to be distinguished from the thus-far-intractable case

where some whole tower of massive string modes in the bulk are needed.

Now let’s consider some observables of a QFT (we’ll assume Euclidean spacetime

for now), namely vacuum correlation functions of local operators in the CFT:

〈O1(x1)O2(x2) · · · On(xn)〉 .

We can write down a generating functional Z[J ] for these correlators by perturbing the

action of the QFT:

L(x)→ L(x) +
∑
A

JA(x)OA(x) ≡ L(x) + LJ(x)

Z[J ] =
〈
e−

∫
LJ
〉
CFT

.

where JA(x) are arbitrary functions (sources) and {OA(x)} is some basis of local op-

erators. The n-point function is then given by:〈∏
n

On(xn)

〉
=
∏
n

δ

δJn(xn)
lnZ

∣∣∣
J=0

.

Since LJ is a UV perturbation (because it is a perturbation of the bare Lagrangian

by local operators), in AdS it corresponds to a perturbation near the boundary, z → 0.

(Recall from the counting of degrees of freedom above that QFT with UV cutoff E <
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1/ε ←→ AdS cutoff z > ε.) The perturbation J of the CFT action is encoded in the

boundary condition on bulk fields.

The idea (often referred to as GKPW) for computing Z[J ] is then, schematically:

Z[J ] ≡
〈
e−

∫
LJ
〉
CFT

= ZQG[b.c. depends on J ]︸ ︷︷ ︸
=???

∼
N�1

e−Sgrav
∣∣
EOM, b.c. depend on J

.

(7.10)

The middle object is the partition function of quantum gravity. We don’t have a very

useful idea of what this is, except in perturbation theory and via this very equality. In

a limit where this gravity theory becomes classical, however, we know quite well what

we’re doing, and we can do the path integral by saddle point, as indicated on the RHS

of (7.10).

An important point here is that even though we are claiming that the QFT path

integral is dominated by a classical saddle point, this does not mean that the field

theory degrees of freedom are free. How this works depends on what kind of large-N

limit we take to make the gravity theory classical. In the kind of vector-like large-N

limit that we’ve studied this quarter, the large-N expectation values can be computed

by saddle point. In contrast, in a theory where the degrees of freedom are N × N

matrices, such as a Yang-Mills theory with gauge group SU(N), there are infinitely-

many leading-order diagrams.

One nice conclusion that we can state is that black hole thermodynamics, for black

holes in AdS, is the ordinary thermodynamics of the dual CFT. In particular, the

canonical ensemble partition function is obtained by periodic identification of euclidean

time:

e−βF = trCFTe
−βHCFT = ZQG[bdyS1

β × Rd] ' e−Sgrav|BH. (7.11)

The solution to the bulk eom with these boundary conditions is the euclidean black

hole. Its action then determines the free energy, and the entropy is

S = −∂TF =
Area

4GN

= SBH. (7.12)

This calculation was first done by Gibbons and Hawking, without the knowledge of

whose free energy was being computed59.

[End of Lecture 22]

59If you want to actually do the calculation there is a wrinkle you must know about: there are some

boundary terms in the action. First, is a term proportional to the extrinsic curvature of the boundary,

required to make the equations of motion consistent with the boundary conditions we are imposing.

Second, we must add some counterterms to get a finite answer. You shouldn’t be surprised by this,

since the boundary is associated with the UV of a QFT. Adding all possible local terms and fixing

their coefficients to cancel the divergences arising in the on-shell action will give you the right answer.
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