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1. Shannon entropy is concave. Consider a collection of probability distribu-
tions 7* on a random variable X, so > 7% = 1,7¢ > 0,Vz. Then a convex

“ is also a probability distribution on X.

combination of these m,, = > pam
Show that the entropy of the average distribution is larger than the average of

the entropies:

H(may) > > paH (7).

2. Brainwarmer. Check that the Holevo quantity x(pa,ps) = SO, Papa) —
Y uPaS(pa) can be written as a relative entropy

X(Pas pa) = D(pas|lpa @ ps)
with pap = >, Papa @ |a)a| where B = span{|a)} and the |a) are orthonormal.

3. Making a Bell pair from a product state. Find the output of the following
quantum circuit (time goes to the right here and in the following):

0) ——P—
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Here H = \/LE (X + Z) is a Hadamard gate, and the two-gbit gate is the CX gate

as in lecture.

4. Quantum Teleportation. Convince yourself that it is possible to transmit an
unknown state of a gbit by sending two classical bits to someone with whom you
share a Bell pair, using the following circuit:
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Time goes from left to right here; you should recognize the first two operations
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from the previous problem. Imagine that the register on the bottom line is
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separated in space from the top two after this point. The measurement boxes
indicate measurements of Z; the double lines indicate that the outcomes of these
measurements s = 1,0 (this is the sending of the two classical bits) determine
whether or not (respectively) to act with the indicated gate.

. Quantum Dense Coding. Find a circuit which does the reverse of the pre-
vious: by sending an unknown gbit to someone with whom you share a Bell
pair, transmit two classical bits. (Hint: basically just reverse everything in the
previous problem.)

. Teleportation for qdits. [optional

Show that it is possible to teleport a state |£) , € Ha, |A| = d from A to B using
the maximally-entangled state

d
1
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Hint: Consider the clock and shift operators

2mi

d d
ZEZ|n><n|w",wEeT, XEZ|n+1><n|
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where the argument of the ket is to be understood mod d. Show that these
generalize some of the properties of the Pauli X and Z in that they are unitary
and that they satisfy the (discrete) Heisenberg algebra

XZ = aZX
for some c-number a which you should determine.
. Conditional entropy in terms of relative entropy.
(a) Show that the conditional entropy can be written as
S(A|C) = =D(pac||la ® pc). (1)

(b) Does the relation (1) imply that the conditional entropy is always negative?
Find a proof or a counterexample.

. It’s a trap. Is the mutual information convex?
?
[Eapapa(A : B) S Zpa[pa<A . B)

It’s a relative entropy, and the relative entropy is jointly convex in its arguments,
right? Find a proof or a counterexample.



