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Abstract

These notes are about aspects of symmetry in condensed matter, generalized

and emergent. First I review some apparent exceptions to the Landau Paradigm

for understanding phases of matter, namely topological phases. Then I describe

a generalized symmetry perspective on phases of matter, generalizing the Landau

Paradigm to incorporate these exceptions. The key ingredients are generalized

symmetries and anomalies. I then discuss a more austere perspective on states of

matter, called Entanglement Bootstrap, that begins with a single wavefunction.

I use this perspective to understand generalized symmetries of the associated

state of matter. Then I discuss extensions of this perspective to conformal field

theory groundstates, from which we can understand the emergence of conformal

invariance from a single quantum state.
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1 Introduction

Here is my plan: My first goal is to talk about quantum phases of matter, and how

symmetries (particularly newfangled ones) are helpful for thinking about them. An

important characteristic of generalized symmetries is that they are not often micro-

scopic symmetries of condensed matter systems, but rather are emergent symmetries.

However, unlike ordinary symmetries, which when emergent have only approximate

consequences, the consequences of emergent higher form symmetries are exact and can

be used to make sharp distinctions between phases. In the third section, I will abruptly

change perspective and develop an understanding of such generalized symmetries from

the perspective of Entanglement Bootstrap; this will require some introduction. In the

final section, I will discuss another class of symmetries that can emerge in condensed

matter, namely conformal symmetry, from this same perspective.

If you have been to a condensed-matter talk in the past few decades, you have seen

the beating that Landau has been taking. The speaker begins by saying that Landau

told us that states of matter are classified by the symmetries they break. After showing

a picture of a donut, the speaker explains that in this talk, in contrast, they will discuss

a state of matter that goes beyond Landau’s limited conception of the world.

Having given such talks myself, I think it is extremely interesting that, in fact,

with modern generalizations of our understanding of symmetry, it may be possible to

incorporate all known equilibrium phases of matter into a suitably extended version of

the Landau Paradigm. Let me attempt to paraphrase the Landau Paradigm:

1. Phases of matter should be labelled by how they represent their symmetries, in

particular whether they are spontaneously broken or not.

2. A further belief that comes with this point of view is that gapless degrees of free-

dom, or groundstate degeneracy, in a phase, should be swept out by a symmetry.

That is, they should arise as Goldstone modes for some spontaneously broken

symmetry.

3. The degrees of freedom at a critical point are the fluctuations of the order pa-

rameter.

Beyond its conceptual utility, this perspective has a weaponization, in the form of

Landau-Ginzburg(-Wilson-Fisher) theory, in terms of which we may find representa-
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tive states, understand gross phase structure, and, when suitably augmented by the

renormalization group (RG), even quantitatively describe phase transitions.

Landau-Ginzburg-Wilson implemenation.

It is worthwhile to review the logic that produces this weapon. If we take the

Landau paradigm seriously, then the only low-energy modes we require are those

swept out by the symmetry. The key idea is to introduce a degree of freedom φ(x)

at each point in space that transforms linearly under the symmetry. φ should

be regarded as a coarse-grained object, and this is an effective long-wavelength

description. In the example of a magnet, φ(x) can be the magnetization aver-

aged over a small cell at x. Now, because there are no other light degrees of

freedom (by assertion 1), the effective action for φ should be given by an ana-

lytic functional of φ which is local in spacetime. This functional can therefore

be expanded in a series consisting of all symmetric local functionals of φ, or-

ganized in a derivative expansion of terms of decreasing relevance. The length

scale suppressing higher derivates is the short distance over which we averaged

in constructing φ(x).

For example, in the case of a U(1) (0-form) symmetry, the order parameter trans-

forms as φ(x) 7→ eiαφ(x). All local, symmetric terms, organized by derivative

expansion (what else could it be):

SLandau-Ginzburg-Wilson[φ] =

∫
dDx

(
r|φ|2 + u|φ|4 + · · ·+ |∂φ|2 + · · ·

)
. (1.1)

r > 0 r < 0

So this is an application of Effective Field Theory: once we know

(1) the symmetries (2) the degrees of freedom (3) the cutoff,

the dynamics is determined.

Indeed there are many apparent exceptions to the Landau Paradigm. Let us focus

on apparent exceptions to item 1: phases of matter that are distinguished by some-

thing other than ordinary symmetry breaking. As a preview, exceptions that are only

apparent include:
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• Topologically ordered states. These are phases of matter distinguished from

the trivial phase by something other than a local order parameter [1, 2]. Symp-

toms include a groundstate degeneracy that depends on the topology of space,

and anyons, excitations that cannot be created by any local operator. Real ex-

amples found so far include fractional quantum Hall states, as well as gapped

spin liquids.

• Other deconfined states of gauge theory. This category includes gapless

spin liquids such as spinon Fermi surface or Dirac spin liquids (most candidate

spin liquid materials are gapless). Another very visible manifestation of such a

state is the photon phase of quantum electrodynamics in which our vacuum lives.

• Fracton phases. Gapped fracton phases are a special case of topological order,

where there are excitations that not only cannot be created by any local operator,

but cannot be moved by any local operator.

• Topological insulators. Here we can include both free-fermion states with

topologically non-trivial bandstructure, as well as interacting symmetry-protected

topological (SPT) phases.

Conventions. L is the linear system size. D = d + 1 is the number of spacetime

dimensions. I’ll denote the dimension of a manifold or the degree of a form by a

subscript or superscript. I will use fancy upper-case letters (like Aµ) for background

gauge fields and lower-case letters (like aµ) for dynamical gauge fields. I will sometimes

use G(p) to denote a p-form symmetry with group G.

2 A non-symmetry view of phases of matter

A useful definition of a gapped phase of matter is an equivalence class of gapped

groundstates of local Hamiltonians, in the thermodynamic limit1. Two groundstates

are considered equivalent if they are related by adiabatic evolution (for a time of order

L0) combined with inclusion or removal of product states. That is, there is a path

between the two Hamiltonians along which the gap does not close (see Fig. 1, left).

1We should pause to comment on the meaning of ‘gapped’. We allow for a stable groundstate

subspace, which becomes degenerate in the thermodynamic limit. ‘Stable’ means that the degeneracy

persists under arbitrary small perturbations of the Hamiltonian, and requires that the groundstates

are not related by the action of local operators. In d spatial dimensions, the logarithm of the number

of such states can grow as quickly as Ld−1 [3] in fracton models.
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Figure 1: Left: A schematic illustration of the definition of gapped phases of matter.

Two distinct phases are separated in the space of local Hamiltonians by a wall of

gaplessness, the codimension-one locus where the gap closes. Here HA ' HA′ . Right:

The groundstate degeneracy, Ngs, for example as swept out by a spontaneously broken

global symmetry, is an example of a topological invariant that can label a phase.

This definition poses a difficulty for checking that two Hamiltonians represent dis-

tinct phases: we cannot check all possible paths between them. A crucial role is there-

fore played by universal properties of a phase – quantities, such as integers, that cannot

change smoothly within a phase, and therefore can only vary across phase boundaries.

A good example of such a topological invariant is the groundstate degeneracy, which is

certainly an integer. A phase of matter that spontaneously breaks a discrete symmetry

G has a groundstate degeneracy |G|, the order of the group (see Fig. 1, right). This

is a topological distinction from the trivial paramagnetic phase, which has a unique

groundstate and a representative that is a product state with no entanglement at all.

In this sense, even spontaneous symmetry breaking (SSB) is a topological phenomenon.

Nevertheless, non-trivial phases of matter that don’t break any ordinary symmetries

are called topological phases. Non-trivial means distinct from the phase represented

by a product state. Topological phases can be divided into two classes: those with

topological order and those without. One way to define topological order [1] is a

phase with localized excitations that cannot be created by any local operator. In 2+1

dimensions, such particle excitations are called anyons; they can be created in pairs by

an open-string operator. A consequence of the fact that they can’t be created locally

is that these operators can have fractional spin and statistics. The quantum numbers

of the anyons (their statistics and (if there are global symmetries) charges) can be used

characterize the phase of matter.

Especially in D = 2 + 1, the theory of anyons (their statistics and fusion rules)

is a highly-developed mathematical edifice, called unitary modular tensor category
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(UMTC) theory. Perhaps now is a good time to mention the most elementary distinc-

tion, between abelian and non-abelian topological order. By fusion of anyons, I mean

the following. An anyon is a particle whose presence can be detected from a distance,

by circling some other excitation around it and measuring the change of the resulting

state. Given two anyon types a and b, I can consider circling other excitations around

both of them. If I have a complete basis of all the anyon types in the topological order

under study, the result must look like one of them, but which one we get need not be

uniquely determined:

a× b = c1 + c2 + · · · . (2.1)

If the fusion rules look like

a× b = c

for all the anyons, we say the topological order is abelian. Braiding such particles

merely acts by a phase on the resulting unique state. In contrast, fusion rules like (2.1)

require that the lowest-energy state in the presence of a and b is degenerate; in this

case, braiding the two particles involves not only a phase, but a whole unitary matrix

acting on this degenerate subspace.

If you have studied conformal field theory (CFT), you will notice a formal similarity

between (2.1) and the operator product expansion. This is not a coincidence – a 2d

CFT also defines a UMTC. In fact, the structure was defined first in that context, by

Moore and Seiberg.

On a space with a non-contractible curve C such as a torus, new groundstates

can be made by acting with the operator that transports an anyon around C. These

groundstates are locally indistinguishable, in the following sense. If
∣∣∣ 〉

and
∣∣∣ 〉

are two such groundstates, then 〈 ∣∣∣Ox ∣∣∣ 〉
= 0, (2.2)

for all local operators Ox. (The picture in the kets is a cartoon of two of the ground-

states of the toric code on the 2-torus.) The fact that no local operator can mix these

groundstates means that the degeneracy is robust to (at least small) changes of the

(local!) Hamiltonian. So a second symptom of topological order, not independent of

the first, is a robust groundstate degeneracy that depends on the topology of space. A

final symptom is the existence of long-range entanglement in the groundstate; a review

focussing on this aspect is [4].

Let’s enshrine these symptoms of topological order in a list:

1. Fractionalization of quantum numbers.

2. Robust groundstate degeneracy that depends on the topology of space.
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3. Long-ranged entanglement.

An interesting special case of topologically ordered states is fracton phases [5, 6].

A fracton phase has excitations that cannot be moved by any local operator (perhaps

only in some directions of space). This is a strictly stronger condition than topological

order, since an excitation can effectively be moved by annihilating it and creating

it again elsewhere. Such phases (with a gap) exist in 3+1 dimensions (and higher).

A consequence of the defining property is a groundstate degeneracy whose logarithm

grows linearly with system size, and a subleading linear term in the scaling of the

entanglement entropy of a region with the size of the region.

In the next two subsections I want to discuss in slightly more detail two paradig-

matic examples of (families of) topologically ordered states.

2.1 Toric code

Here’s the toric code [7]. It emerges Z2 gauge theory from a local Hilbert space. There

is a sense in which it exists in certain forms of artificial condensed matter (cold atoms

in optical lattices, trapped ions).

Consider a 2d cell complex. This means a graph (a set of vertices

who know with whom they share an edge) with further information

about plaquettes, who know which edges bound them). For example,

consider the square lattice at right. Now place a qubit on each edge.

Now let’s make some stabilizers. Associate to each plaquette a a

plaquette operator or ‘flux operator’, Bp =
∏

`∈p Z`, and to each

vertex a star operator or ‘gauss law operator’, Av =
∏

`∈vX`. (The

former names just describe the support of the operators on the graph.

The latter names are natural if we consider Z to be related to a gauge

field by Z ∼ eiA, and X is its electric flux. For more on the translation

to gauge theory see §5.2 here.) These definitions are not special to

the square lattice and work for any cell complex, in any dimension.

[Fig by D.Ben-Zion, after

Kitaev]

The hamiltonian is HTC = −Γm
∑

pBp−Γe
∑

v Av. These terms all commute with

each other (since each vertex and plaquette share zero or two links), and they each

square to one, so the Hamiltonian is easy to diagonalize. Let’s find the groundstate(s).
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Which states satisfy the ‘gauss law condition’ Av =

1? In the X basis there is an extremely useful vi-

sualization: we say a link l of Γ̂ is covered with a

segment of string (an electric flux line) if el = 1 (so

Xl = −1) and is not covered if el = 0 (so Xl = +1):

≡ X = −1. In the figure at right, we enumer-

ate the possibilities for a 4-valent vertex. Av = −1

if a flux line ends at v.

So the subspace of H satisfying the gauss law condition is spanned by closed-string

states (lines of electric flux which have no charge to end on), of the form
∑
{C}Ψ(C) |C〉.

Now we look at the action of Bp on this subspace of states:

Bp =
∏

`∈∂p Z` creates and destroys strings around the

boundary of the plaquette p:

Bp |C〉 = |C + ∂p〉 .

The argument of the ket is to be understood mod two.

The condition thatBp |gs〉 = |gs〉 is a homological equiv-

alence. In words, the eigenvalue equation B2 = 1 says

Ψ(C) = Ψ(C ′) if C ′ and C can be continuously de-

formed into each other by attaching or removing pla-

quettes.

If the space is simply connected (like a sphere) – if all curves are the boundary of

some region contained in the lattice – then this means the groundstate

|gs〉 =
∑
C

|C〉 (2.3)

is a uniform superposition of all loops.

Topological order. If the space has non-contractible loops, however, then the

eigenvalue equation does not determine the relative coefficients of loops of different

topology! The two-dimensional torus obtained by considering periodic boundary con-

ditions in x and y is an example of such a space:

(2.4)
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On a space with 2g independent non-contractible loops, there are 22g independent

groundstates. (In fact, the above is the very definition of the simplicial homology of

the space, with Z2 coefficients; more generally the number of independent groundstates

is 2b1 where b1 ≡ dimH1(M,Z2). For more on the connection with homology and

algebraic topology in general, see these notes.)

No local operator mixes these groundstates. This makes the topological degeneracy

stable to local perturbations of the Hamiltonian. The degenerate groundstates are

instead connected by the action of (Wegner-Wilson) loop operators:

WC =
∏
`∈C

Z` VČ =
∏
`⊥Č

X` .

(Notice that the loop operator for a single plaquette W∂2 = Bp is the plaquette oper-

ator.) V,W commute with HTC and don’t commute with each other (specifically WC

anticommutes with VČ if C and Č intersect an odd number of times). This algebra

must be represented on the groundstates, and it doesn’t have any one-dimensional rep-

resentations. In terms of our picture of strings, WC creates a loop on C, and VČ detects

a loop intersecting Č.

More generally, a system is said to have topological order if (approximately) de-

generate (ground)states (in the thermodynamic limit) cannot be distinguished by any

local operator:

〈ψ1| Olocal |ψ2〉 = 0 (2.5)

for all local operators.

(Here we encounter the connection between topological order and quantum error-

correcting codes: the degenerate states are the codewords. The size of the operators

that connect the degenerate states is then the analog of the code distance in an error-

correcting code. For the toric code, these are string operators that wind around the

whole system, so the code distance grows like L and blows up in the thermodynamic

limit.)

The deconfined phase. So far everything I’ve said works on any graph (actually:

cell complex, since we need to know where the plaquettes are). And so far I’ve described

the solvable limit, where H = HTC.

But the fact that the code distance goes like L (no local operator mixes the topolog-

ical groundstates) is also the reason that the topological degeneracy is robust: adding

local operators to the Hamiltonian will never split the degeneracy in perturbation the-

ory. Therefore, this physics is characteristic of a phase of matter, and not just the

special solvable Hamiltonian HTC. The toric code is a (RG fixed point) representative

of a phase of matter.
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Perturbations ∆H =
∑

l (hXXl + hZZl) produce a nonzero

correlation length. Let’s focus on D = 2 + 1 for what fol-

lows. These couplings hX and hZ are respectively a string

tension and a fugacity for the electric flux string endpoints:

charges. Make these too big and the model is confined or

higgsed, respectively. These are actually adiabatically con-

nected [Fradkin-Shenker]: Both are connected to the trivial

state where e.g. H =
∑

lXl whose groundstate is a product

⊗l |→l〉.
[from Tupitsyn-Kitaev-Prokof’ev-Stamp]

Anyons. There are two kinds of elementary excited states of the toric code: vio-

lations of As = 1 and violations of Bp = 1. 2

Here is how to make them The defects are created by the

endpoints of open Wilson lines. Again there are two kinds:

W (C) =
∏
`∈C

Z`, V (Č) =
∏
`⊥Č

X`. (2.6)

Here C is an open curve in the lattice, and Č is an open

curve in the dual lattice. Endpoints of W (C) violate As and

endpoints of V (Č) violate Bp.

These two kinds of particles have nontrivial mutual statis-

tics, as you can see by moving one of them around the other

and keep track of the strings trailing away from them. The

process results in a net factor of (−1) on the state.

This has the further consequence that their bound state is

a fermion, despite the fact that the model is entirely made

from local, bosonic degrees of freedom.

To see this, observe that exchanging two particles can be

accomplished by first rotating one around the other by a π

rotation, and then translating both of them by their sepa-

ration. As you can see in the figure, the first step requires

the string creating the e particle to cross that creating the

m particle on an odd number of links. (The second step is

innocuous.)

2Cultural note: The limit where the coefficient of the star term As goes to infinity is called ‘pure

Z2 gauge theory’, where he condition As = 1, the Gauss’ law constraint, is imposed exactly. The e

particle defects cost infinite energy and hence are strictly forbidden in this theory.
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Consider the cylinder. There is one nontrivial class of loops;

call a representative γ. Let η be a line running along the

cylinder. The two groundstates are generated by the action

of the Wilson loop operator

V (η) ≡
∏

` crossed by η

X`

in the sense that

|gs2〉 = V (η) |gs1〉 .
This is also a groundstate (at hX , hZ = 0) since there is no plaquette with Bp = −1

(more simply: [HhX=hZ=0, Vx(η)] = 0). They are distinguished by W (γ) ≡ ∏l∈γ Xl

in the sense that the two groundstates are eigenstates of this operator with distinct

eigenvalues:

W (γ) |gsα〉 = (−1)α |gsα〉 , α = 1, 2.

This follows since W (η)V (γ) = −V (γ)W (η) – the two curves share a single link (the

one pointed to by the yellow arrow in the figure).

At finite hX , hZ (and in finite volume), there is tunneling between the topologically

degenerate groundstates, since in that case

[H,
∏
l∈γ

Xl] 6= 0.

This means that for some n

〈gs2|Hn |gs1〉 6= 0.

The process that mixes the groundstates requires the creation of magnetic flux on some

plaquette (i.e. a plaquette P with BP = −1, which costs energy 2Γm), which then must

hop (using the hX term in H) all the way along the path η, of length L, to cancel the

action of V (η). The amplitude for this process goes like

Γ ∼ 〈gs2| (hX1) (hX2) · · · (hXL) |gs1〉
2Γm · 2Γm · . . . 2Γm

∼
(

h

2Γm

)L
= e−L| ln 2Γm/h|

which is extremely tiny in the thermodynamic limit. The way to think about this is that

the Hamiltonian is itself a local operator, and cannot distinguish the groundstates from

each other. It takes a non-perturbative process, exponentially suppressed in system

size, to create the splitting.
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The toric code.

To summarize, the energy eigenstates of the toric code look like:

The groundstates on the torus can be labelled as:∣∣∣∣ 〉
,

∣∣∣∣ 〉
,

∣∣∣∣ 〉
,

∣∣∣∣ 〉
'
∣∣∣∣ 〉

These groundstates are locally indistinguishable:〈 ∣∣∣∣Ox ∣∣∣∣ 〉
= 0 ∀ local operators Ox.

• I’ve focussed on the case of two spatial dimensions, but the toric code is well-

defined on an arbitrary cell complex, in particular on a lattice in any number of

dimensions. It has various generalizations:

• For example instead of the putting the dofs on the links, we can put them on the

p-cells. Instead of using qubits, we can use ZN clock and shift variables.

• The version on the p-cells with ZN variables computes Hp(C,ZN), the pth ho-

mology of the cell complex, as its groundstate subspace.

• With the dofs on the links, the model can be generalized to any finite group G

(in fact this step was already taken in Kitaev’s original paper). This is usually

called the quantum double model and was explained beautifully by Meng Cheng.

• I haven’t emphasized the connection to gauge theory above. The toric code is (a

limit of) G lattice gauge theory with the gauss law condition imposed energeti-

cally, meaning that the low energy states satisfy the gauss law condition. At low

energies it is governed by the TQFT described by Greg Moore and Meng Cheng

in their lectures.

• By attaching various phases to the plaquette operators, we can make twisted

gauge theory, as introduced by Dijkgraaf and Witten [8] and mentioned in Greg

Moore’s and Meng Cheng’s lectures. A better framework for making explicit

solvable lattice models for such states is the string net models developed by

Levin and Wen [9, 10].
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2.2 Quantum Hall states (via effective field theory)

[Wen’s book or this review; Zee, Quantum Hall Fluids; Zee’s QFT book §VI.2] I want

to explain another example of how properties 1 and 2 of topological order can be

realized in a simple physical system, using the EFT (effective field theory) that de-

scribes the canonical examples of topologically-ordered states that have been realized

in experiments: abelian fractional quantum Hall states in D = 2 + 1.

The low-energy effective field theory for abelian quantum Hall states [11] is Chern-

Simons-Witten gauge theory, whose basic action is:

S0[aI ] =
n∑
IJ

KIJ

4π

∫
aI ∧ daJ (2.7)

The dynamical degrees of freedom here are aI , a collection of abelian gauge fields.

Where did these gauge fields come from? One very simple way to motivate their

introduction is as follows. By assumption, because of particle number conservation,

our system has a conserved U(1) current, Jµ, satisfying ∂µJ
µ = 0. In D = 2 + 1, we

can solve this equation by introducing a field a and writing

Jµ = εµνρ∂νaρ. (2.8)

The continuity equation is automatic if J can be written this way (for nonsingular

a) by symmetry of the mixed partials. (More generally, the equation could also be

solved by a sum of such terms, J =
∑

I ε
µνρ∂νa

I
ρt
I . This ambiguity reflects some of

the enormous multiplicity of different quantum Hall states.) Then we must guess what

dynamics should govern a. Here we just add all terms allowed by the symmetries, as

usual. When it’s not forbidden by time-reversal symmetry or parity, the Chern-Simons

term is the most important term at low energies.

Notice that we wrote this action in a coordinate-invariant way without needing to

mention a metric. This is a topological field theory. In the absence of charges, the

equations of motion say simply that 0 = δS0

δa
∝ f = da. Unlike Maxwell theory, there

are no local, gauge invariant degrees of freedom. And, by Legendre transformation,

the Hamiltonian is just zero. It is a theory of groundstates.

Consider the simplest case of (2.7) with a single such field a, S0[a] =
∫

k
4π
a ∧ da.

As we’ll see, this describes e.g. the Laughlin state of electrons at ν = 1/k for k an

odd integer. (More general K describe the so-called hierarchy states, and give some

understanding of the pattern of plateaux that appear in the Hall conductivity.)

When I say there are no local dofs, I am thinking of the limit where we totally

ignore the Maxwell term. The Maxwell term is irrelevant: its effects go away at low
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energies. Let’s add it back in and look at the spectrum of fluctuations with the action:

L =
k

4π
εµνρaµ∂νaρ +

1

4M
fµνf

µν

where M is some microscopic energy scale above which the Maxwell term matters. The

equation of motion is

0 =
δS

δaλ
=

k

2π
ελρνfρν +

∂µf
µλ

M
. (2.9)

In terms of fλ ≡ ελρσfρσ this is

εµνρ∂νfρ +
Mk

2π
fµ = 0. (2.10)

Taking curl of the BHS (εµαβ∂
α(BHS)) gives(
∂µ∂

µ −
(
M

k

2π

)2
)
fρ = 0. (2.11)

This is the dispersion relation for an excitation of mass Mk
2π

. As M →∞, the excitation

goes off to infinite energy.

If we demand that (2.7) is invariant (or rather eiS0 is invariant) under U(1)n gauge

transformations, including large gauge transformations, then k must be an integer3.

From the point of view of (2.8), the demand that the gauge group is really U(1), and

the concomitant quantization of flux of da, comes from demanding that the charge

of the current Jµ is quantized (in units of the charge of the electron). It’s pretty

interesting that this seemingly-metaphysical microscopic information that all charges

come in integer multiples of the electron charge has such strong consequences for the

low-energy description of macroscopic quantum phases.

More generally, K must be a symmetric matrix (don’t forget the sign from integra-

tion by parts) of integers.

Two more ingredients are required for this abelian CS theory to describe the low-

energy EFT of a quantum Hall state:

(1) We must say how the stuff is coupled to the EM field. Notice that these gauge

fields imply conserved currents jIµ = 1
2π
εµνρ∂νa

I
ρ. This is automatically conserved by

antisymmetry of εµνρ, as long as a is single-valued. In its realization as the EFT for a

quantum Hall state, a linear combination of these currents is coupled to the external

EM field Aµ:

SEM [aI ,A] =

∫
AµJµ =

∫
AµtIjIµ ,

3Strict invariance under large gauge transformations would require the stronger condition that k

is an even integer. But the failure of gauge invariance of eiS0 by a sign for k = 1 (and more generally

k odd) is acceptable for systems containing fermions.
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i.e. the actual EM current is Jµ =
∑

I tIj
I
µ. The normalization is determined so that

flux quantization implies quantization of charge.

(2) Finally, we must include information about the (gapped) quasiparticle excita-

tions of the system. Creating a quasiparticle excitation costs some energy of order the

energy gap, and their dynamics is not included in this ultra-low-energy description. As

I described above, however, the quantum numbers of these excitations is a crucial part

of the data specifying the topological order. This is encoded by adding (conserved)

currents minimally coupled to the CS gauge fields:

Sqp =

∫
aIj

I
qp.

Alternatively, we can think of this as inserting Wilson lines ei
∮
W aIqI along the trajec-

tories W of a (probe) anyon of charge qI .

Now let’s show item 1, fractional statistics, in the simplest case with a 1 × 1 K-

matrix. In this case, the quasiparticles are anyons of charge e/k. The idea of how this

is accomplished is called flux attachment. The CS equation of motion is 0 = δS
δa
∼

−fµν k
2π

+ jqpµ , where jqp is a quasiparticle current, coupling minimally to the CS gauge

field. The time component of this equation µ = t says b = 2π
k
ρ – a charge gets 2π/k

worth of magnetic flux attached to it. Then if we bring another quasiparticle in a loop

C around it, the phase of its wavefunction changes by (the ordinary Bohm-Aharonov

effect)

∆ϕ12 = q1

∮
C

a = q1

∫
R,∂R=C

b = q1
2π

k
q2.

Hence, the quasiparticles have fractional braiding statistics4.

Now topological order property 2: The number of of groundstates on a genus-g

surface is |det(K)|g. Consider the simplest case, where K = k, and put the system

on a torus T 2 = S1 × S1, which has g = 1. The gauge-invariant operators acting

on the Hilbert space of the CS theory on a torus are of the form Fx ≡ ei
∮
Cx

a,Fy ≡
e
i
∮
Cy

a
and integer powers of these operators. These are the operators that transport

the anyons around the cycles of the torus. The restriction to integers comes from

the demand that they are invariant under large gauge transformations, which take∮
C
a→

∮
C
a+ 2πZ. According to the CS action, ax is the canonical momentum of ay.

Canonical quantization then implies that

[ax(r), ay(r
′)] =

2πi

k
δ2(r − r′)

4The fractional statistics of the charge- 13 quasiparticles of the ν = 1/3 Laughlin state were finally

observed experimentally just recently. Their charge had been measured using shot-noise measurements

long ago.
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and hence (by the BCH formula) that these flux-insertion operators satisfy a Heisenberg

algebra: FxFy = FyFxe2πi/k. The smallest irrep of this algebra is k dimensional, where

Fx and Fy look like clock and shift matrices.

If space is a Riemann surface with g handles (like this: ),

then there are g pairs of such operators, so g independent Heisenberg algebras, all of

which commute with the Hamiltonian, and hence kg groundstates.

It is possible to show that CS theory also exhibits the third property of long-range

entanglement. See [12, 13].

This description exhibits a quasiparticle with charge e/k: If we stick in a quasipar-

ticle at the origin, the equations of motion become

0 =
δS

δa0(x)
=

k

2π
fxy − δ2(x). (2.12)

From the relation Jµ = e
2π
εµνρ∂νaρ, the actual electric charge is then

ρ = e
1

2π
fxy =

e

k
δ2(x). (2.13)

Finally, we can do the (gaussian!) path integral over a to produce an effective

action for the background gauge field A. (Complete the square.) We find a rational

Hall conductivity

σxy = tI
(
K−1

)IJ
tJ
e2

h
. (2.14)

In the simplest case of K = k, t = 1, this is σxy = 1
k
e2

h
. The fact that the Hall

conductivity is not an integer is not a problem – eiSeff[A] does not need to be invariant

under large gauge transformations, since there are k groundstates on the torus, which

are permuted by flux-threading.

So far, we’ve shown that abelian CS theory reproduces the bulk phenomenology of

some fractional quantum Hall states. Now here is a bonus: we can see what it does

when the sample has a boundary in space (which actual samples in the laboratory tend

to have).

Edge physics. Consider U(1) CS theory living on the lower-

half plane.

S =
k

4π

∫
R×LHP

a ∧ da

Let’s work in a0 = 0 gauge. We must still impose the equations of motion for a0, which
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say 0 = fij = εij∂iaj. This is solved by a = ig−1dg = dφ (g = e−iφ, φ ' φ + 2π),

where d is the exterior derivative in just the spatial directions. This looks like a gauge

transformation.

Only gauge transformations that approach 1 at the boundary preserve SCS. This

implies that the would-be-gauge-parameter φ is dynamical on the boundary. (Or equiv-

alently, we must add a degree of freedom identical to φ to cancel the gauge variation

of the action.)

A good choice of boundary condition is: 0 = a− v(?2a) i.e. at = vax. The velocity

v is some non-universal UV data; it arises from a gauge invariant local boundary term,

∆S =
∫
∂LHP

kv
4π
a2
x. Plugging back into the CS action and adding the boundary term,

we find5

SCS[a = dφ] =
k

4π

∫
dtdx

(
∂tφ∂xφ+ v (∂xφ)2) . (2.18)

Conclusion: φ is a chiral boson. kv > 0 is required for stability. The sign of k

determines the chirality.

For the case of IQHE (k = 1), the microscopic picture in

terms of free fermions is at right. For free fermions in a mag-

netic field, the velocity of the edge states is determined by

the slope of the potential which is holding the electrons to-

gether. (This can be understood by considering the motion

of a classical charged particle in a large enough magnetic

field that the inertial term can be ignored: q~v× ~B = −~∇V ,

solve for v.) The velocity is clearly not universal informa-

tion.

The Hamiltonian H depends on the boundary conditions; the Hilbert space H does

not.

I have to emphasize that a chiral theory like this cannot be realized from a local

lattice model in D = 1 + 1 dimensions. There are more powerful arguments for this

statement, but a viscerally appealing argument is simply to draw the bandstructure

arising from any lattice Hamiltonian of free fermions. Each band is periodic in mo-

5In more detail, let d̃ denote the exterior derivative in just the spatial directions.

S0[a = d̃φ] =
k

4π

∫
R×LHP

a ∧
(
dt∂t + d̃

)
a =

k

4π

∫
R×LHP

d̃φ ∧ dt∂td̃φ (2.15)

=
k

4π

∫
R×LHP

d̃
(
φ ∧ dt∂td̃φ

)
Stokes

=
k

4π

∫
R×∂LHP

φdt∂td̃φ (2.16)

=
k

4π

∫
R×∂LHP

dxdtφ∂t∂xφ
IBP
= −

∫
R×∂LHP

dxdt∂xφ∂tφ. (2.17)
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mentum space. This means that an even number of bands cross the Fermi level, and

moreover that each band that crosses with positive slope must cross again with nega-

tive slope to return to its starting point. This is the essence of the Nielsen-Ninomiya

fermion doubling theorem. An analogous argument applies in any number of dimen-

sions. In fact, interactions provide a real loophole in the case of D = 3 + 1. But in

D = 1+1, a nonzero chiral central charge (which in the simple examples we’ve discussed

is just the number of right-movers minus the number of left-movers) is associated with

a gravitational anomaly. A lattice model has zero gravitational anomaly, and this is a

scale-independent quantity that must agree between the microscopic description and

the EFT. The real obstruction to making a local lattice model is the anomaly.6

In the case with general K matrix,

S =
KIJ

4π

∫
R×LHP

aI ∧ daJ

SCS[aI = dφI ] =
1

4π

∫
dtdx

(
KIJ∂tφ

I∂xφ
J + vIJ∂xφ

I∂xφ
J
)
.

(v is a positive matrix, non-universal.) This is a collection of chiral bosons. The

number of left-/right-movers is the number of positive/negative eigenvalues of K.

[End of Lecture 1]

Abelian Chern-Simons theory of the toric code. Consider now the following

theory of two gauge fields with a mutual Chern-Simons term:

S[a, b] =
k

4π

∫
d3x (a∂b+ b∂a) . (2.19)

So the K-matrix is

(
0 k

k 0

)
. The argument above suggests that a boundary of this

model should have one left-mover and one right-mover, altogether an ordinary boson

in 1 + 1d. In this case, we can add local, single-valued, gauge-invariant terms to the

boundary (such as cosφ) to kill the edge mode. Notice that unlike the generic abelian

CS theory, this system has a time-reversal symmetry acting by a↔ b.

So the TO described by this K matrix allows a gapped boundary. In fact it is an

effective field theory of a familiar system. To see this, consider the anyon types: they

can labelled by their electric charges under the two gauge fields (a, b). Because of the

6If, however, we break time translation symmetry, we can evade this outcome even in D = 1 + 1:

for example, in a floquet system, where H(t+T ) = H(t), the set of energy eigenvalues is also periodic,

so we can have a band that starts below the Fermi level and ends above it, separated by 2π/T from

its starting energy.
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CS term, the electric charge of a gets k units of magnetic flux of b attached to it, and

vice versa. The well-defined operators (ferrying these anyons around) are

WC = ei
∮
C a, VČ = ei

∮
Č b.

Because of the Aharonov-Bohm phase, if we place the curves in a fixed-time slice, they

satisfy

WCVČ = ω#Č∩CVČWC .

These are the operators that ferry the e and m particles of the Zk toric code.

Given a K-matrix theory with equal numbers of left-movers and right-movers, when

can we gap out the boundary? The question is whether we can add local operators

that give them a mass. For a chiral mode, eiφR + h.c. = cosφR is not a local operator

because of the commutation relations of φL determined from (2.18). But cos(φR+φL)/2

is local. A keyword for the answer is ‘Lagrangian subalgebra’. In the case of the

toric code, a + b = ∂φR, a − b = ∂φL, and both cos
(

1
2
(φR + φL)(x)

)
= ei

∫ x a + h.c.

and cos
(

1
2
(φR − φL)(x)

)
= ei

∫ x b + h.c. are local. These two choices correspond to

boundaries on the toric code where e and m are condensed, respectively.

Non-abelian CS theory. So far we’ve talked about CS theory with gauge group

U(1)n. CS theory with more general gauge groups G, such as a non-abelian Lie group,

can also arise as an EFT for states of matter. The non-abelian CS action looks like7

SCS[a] =
k

4π

∫
M

tr

(
a ∧ da+

2

3
a ∧ a ∧ a

)
where now a is a Lie-algebra-valued one-form, i.e. a =

∑dimG
A=1 aATA where TA are

generators of the Lie algebra, say in the fundamental representation.

Again invariance under large gauge transformations, g : M → G, requires that k is

quantized. The variation of the CS Lagrangian

LCS =
k

4π
tr

(
a ∧ da+

2

3
a ∧ a ∧ a

)
under a→ gag−1 − ∂gg−1 is

LCS → LCS +
k

4π
dtrdgg−1 ∧ a+

k

12π
tr
(
g−1dg ∧ g−1dg ∧ g−1dg

)
.

7Full disclosure: in treating a as a Lie-algebra-valued one-form I am assuming that it is a connection

on a trivial G-bundle on M . More generally, M must be covered by patches between which a is related

by a gauge transformation. One way to robustly define the CS action is to realize M = ∂N as the

boundary of some 4-manifold N and use the fact that 1
8π2 trf ∧ f = dωCS. Therefore the integral∫

N
1

8π2 trf ∧ f =
∫
M
ωCS = SCS [a] is perfectly well-defined. One shortcoming of this method is that

not every M is the boundary of some N .
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The first term is a total derivative integrates to zero on a closed manifold. Over any

closed surface, the second term integrates to the winding number of the map g : M → G,

and therefore the integral of the second term is an integer. We conclude that eiSCS is

gauge invariant if k ∈ Z.

A similar story holds for the edge modes on M = R × Σ with ∂Σ 6= 0. Again

we work in a0 = 0 gauge, and the constraint 0 = δS
δa0
∝ f = da + a ∧ a is solved by

a = g−1d̃g, where d̃ is the spatial exterior derivative. Only g that approach 1 at the

boundary of Σ are gauge redundancies, and so the boundary value of g is a physical

degree of freedom. Plugging into the action, and adding a local boundary term because

you can’t stop me,

SCS[a = g−1d̃g] +

∫
∂Σ×R

vtra2
x = tr

(∫
∂Σ×R

(
kg−1∂tgg

−1∂xg + vg−1∂xgg
−1∂xg

)
+

∫
Σ×R

1

12π
g−1dg ∧ g−1dg ∧ g−1dg

)
.

The first two terms are just like in the abelian case. The third term is still written as a

3d integral, but it only depends on the boundary value of g. It is called a WZW term.

The resulting 1 + 1d field theory is a conformal field theory (CFT) called a chiral Gk

WZW model. The central charge for G = SU(N) at level k is

c =
k dimG

k +N
.

For non-abelian G, Gk CS theory (at least for k > 1) realizes non-abelian topological

order. For example, SU(2)2 seems to be a description of the (non-abelian) Moore-Read

state (see e.g. p. 45 of this useful review).

2.3 Topological states without topological order

Even without topological order, there can be phases distinct from the trivial phase.

One way in which they can be distinguished is by what happens if we put them on

a space with boundary, so that there is a spatial interface with the trivial phase. A

very rough (and not entirely correct) idea is that if the gap must close along the path

to the trivial phase, then the coupling must pass through the wall of gap-closing at

the edge of the sample. (We know that this argument is not entirely correct because

there are nontrivial phases (like the toric code) that can have gapped interfaces with

the trivial phase.) Phases that are distinguished in this way include integer quantum

Hall states, topological insulators, and, more generally, symmetry-protected topological

(SPT) phases such as the Haldane phase of the spin-one chain, or polyacetylene.
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An example that is easy to see from what we’ve already done is integer quantum

Hall states. Consider a system governed by the effective action (2.7) with detK = 1.

From our calculation of the ground state degeneracy we see that such a state has a

unique groundstate on a closed surface of any genus. This is what is called an invertible

theory. It is called this because it has an inverse under the operation of stacking.

2.4 Beyond Landau?

It seems that all of these examples transcend the Landau Paradigm. My goal here is

not to use the Landau Paradigm as a straw man, but rather to pursue it in earnest.

The idea is that by suitably refining and generalizing our notions of symmetry, we can

incorporate all of these ‘beyond-Landau’ examples into a Generalized Landau Paradigm.

There are two crucial ingredients, which work in concert: anomalies and generalized

symmetries.

In these lectures, I am speaking of actual symmetries of physical systems, sometimes

called ‘global symmetries’. They act on the Hilbert space and take one state to another.

In contrast, there is no such thing as ‘gauge symmetry’. In a gauge theory, the gauge

invariance is a redundancy of a particular description of the system, and is not preserved

by relabelling degrees of freedom. For example, dualities (equivalences of physical

observables at low energies) often relate a gauge theory with one gauge group to a gauge

theory with a distinct gauge group. A familiar example in condensed matter physics

is the duality between the XY model and the abelian Higgs model in 2+1 dimensions

[14, 15], but there are many others, e.g. [16]. This complaint about terminology hides

an abyss of human ignorance: if someone hands you a piece of rock and asks whether its

low-energy physics is described by some phase of a gauge theory, how will you tell? It

is certainly true that phases realizable by gauge theory go beyond other constructions

with only short-ranged entanglement; this begs for a characterization of these phases

that transcends a description in terms of redundancies. Higher-form symmetries offer

such a characterization for some such phases.

I want to highlight early attempts to understand topological order [17, 18], and the

gaplessness of the photon [19] as a consequences of generalized symmetry, as well as

early appearances of generalized symmetries in the string theory literature [20, 21, 22].

Other papers that have explicitly advocated for the utility of a generalized Landau

Paradigm include [23, 24, 25, 26, 27].

3 The Generalized Landau Paradigm
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3.1 What is a symmetry of a quantum many-body system?

An old-fashioned symmetry is an action on the degrees of freedom. Noether’s theorem

relates symmetries to topological defect operators Ug(Σ) (or symmetry operators).

The fact that the symmetry actions form a group implies that these operators enjoy

the “fusion rule” Ug(Σ)Ug′(Σ) = Ugg′(Σ) (up to possible interesting phases). Since the

discussion of topological defect operators can be pretty abstract, let’s discuss a very

concrete example.

A very concrete example of a topological defect op-

erator: Let’s think about the nearest-neighbor Ising model

on a Euclidean lattice of any dimension: S[σ] =
∑
〈xy〉

Jxyσxσy.

The topological defect operator U−1(Σ) is an instruction to

flip the sign of J for any bond crossing Σ. (The −1 is the

nontrivial element of the group Z2 = {1,−1} in multiplica-

tive notation.) That is:

〈· · ·U−1(Σ)〉 = Z−1
∑
{σ}

e−S|J`→−J` if Σ crosses ` . (3.1)

If Σ′−Σ = ∂R, U−1(Σ) and U−1(Σ′) are related by redefining

σx → −σx for x ∈ R, So U is topological. This implies that

σx is charged:

〈· · ·U−1(Σ)〉 = −〈· · ·U−1(Σ′)〉 . (3.2)

The interesting realization of recent years is that it’s useful to reverse our perspec-

tive on Noether’s theorem. Topological defect operators are a sufficient condition for

symmetry, and for most of our uses of symmetry we don’t really care about the action

on the degrees of freedom. This allows us to treat continuous and discrete symmetries

on equal footing. Further, in your studies of field theory you may have noticed an

awkward asymmetry between quantities that are conserved by Noether’s theorem and

quantities that are conserved because of topology of field space (like soliton numbers).

This is awkward because we know that this distinction is not invariant under dualities,

which can exchange field quanta and solitons. The new perspective is clearly better

because it treats Noether symmetries and topological symmetries on equal footing.

And most importantly it allows generalizations.

So from the old-fashioned point of view, a symmetry implies a collection of operators
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{Ug} with the following properties

1. [H,Ug] = 0.

2. Ug is supported on a whole constant-time slice.

3. Ug are fully topological.

4. {Ug} form a group Ug1Ug2 = Ug1g2 .

Of these properties, the only one we really can’t give up is the first one8. Let’s start

by giving up the second.

3.2 Higher-form symmetries

Since these lectures are taking place in the last week of a month-long school on general-

ized symmetries, I will try to be brief here. The concept of higher-form symmetry that

we review here was explained in [28, 23]. It is easiest to introduce using a relativistic

notation, though I do not want to assume Lorentz invariance. Indices µ, ν run over

space and time.

Let’s begin by considering the familiar case of a continuous 0-form symmetry.

Noether’s theorem guarantees a conserved current Jµ satisfying ∂µJµ = 0. In the

useful language of differential forms, this is d ? J = 0, where ? is the Hodge duality op-

eration9. This continuity equation has the consequence that the charge QΣ =
∫

ΣD−1
?J

is independent of the choice of time-slice Σ. (Σ here is a closed d-dimensional surface,

of codimension one in spacetime.) Notice that this is a topological condition. QΣ

commutes with the Hamiltonian, the generator of time translations, and therefore so

does the unitary operator Uα = eiαQ, which we call the symmetry operator10.

If the charge is carried by particles, QΣ counts the number of particle worldlines

piercing the surface Σ (as in Fig. 2, left), and the conservation law Q̇ = 0 says that

charged particle worldlines cannot end except on charged operators. If instead of a

U(1) symmetry, we only had a discrete Zp symmetry we could simply restrict α ∈
{0, 2π/p, 4π/p...(p− 1)2π/p} in the symmetry operator Uα. In that case, particles can

disappear in groups of p.

8An additional condition we should impose is that Ug respects locality, in particular that it maps

local operators to local operators. For example, this condition rules out projectors onto eigenstates of

H.
9The Hodge dual of a p-form ωp on a D-dimensional space with metric gµν has components

(?ωp)µ1···µD−p
=
√

det gεµ1···µD
ω
µD−p+1···µD
p , where indices are raised with the inverse metric gµν

and εµ1···µD
is the antisymmetric Levi-Civita symbol.

10Throughout I will assume that the normalization is such that Q ∈ Z, so that α ≡ α+ 2π.
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Objects charged under a 0-form symmetry are created by local operators. Local

operators transform under the symmetry by O(x) → UαO(x)U †α = eiqαO(x), dα =

0, where q is the charge of the operator. The infinitesimal version is: δO(x) =

i[Q,O(x)] = iqO(x).

Figure 2: Left: In the case of an ordinary 0-form symmetry, the charge is integrated

over a codimension-one slice of spacetime ΣD−1, often a slice of constant time. All

the particle worldlines (blue curves) must pass through this hypersurface. Right: The

charge of a 1-form symmetry is integrated over a codimension-two locus of spacetime

ΣD−2 (a string in the case of D = 2 + 1). This surface intersects the worldsheets of

strings (blue sheet).

Now let us consider a continuous 1-form symmetry. This means that there is a

conserved current which has two indices, and is completely antisymmetric:

Jµν = −Jνµ with ∂µJµν = 0. (3.3)

We can regard J as a 2-form and write the conservation law (3.3) as d ? J = 0. As

a consequence, for any closed codimension-two locus in spacetime ΣD−2, the quantity

QΣ =
∫

ΣD−2
?J depends only on the topological class of Σ. The analog of the symmetry

operator is the unitary operator

Uα(Σ) = eiαQΣ . (3.4)

Notice that reversing the orientation of Σ produces the adjoint of U : Uα(−Σ) = U †α(Σ).

The charge QΣ in the 1-form case counts the number of charged string worldsheets

intersecting the surface Σ (as in Fig. 2, right). The conservation law (3.3) then says

that charged string worldsheets cannot end except on charged operators. The objects
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charged under a 1-form symmetry are loop operators, W (C). Fixing a constant-time

slice MD−1, such a loop operator transforms as

W (C)→ Uα(Σ)W (C)U †α(Σ) = eiα
∮
C δΣW (C), dδΣ = 0. (3.5)

Here ΣD−2 ⊂ MD−1 is any closed (D − 2)-manifold, and δΣ is its Poincaré dual in

MD−1, in the sense that
∫
MD−1

η(D−2) ∧ δΣ =
∫

ΣD−2
η(D−2) for all η; dδΣ = 0 because Σ

has no boundary. The infinitesimal version of this transformation law is

δW (C) = i[QΣ,W (C)] = iq# (Σ, C)W (C), (3.6)

where #(Σ, C) is the intersection number in M .

In the case of a discrete 1-form symmetry, there is no current, but the symmetry

operator Uα(Σ) is still topological. If the 1-form symmetry group is Zp, strings can

disappear or end only in groups of p.

For general integer p ≥ −1, a p-form symmetry G(p) means the existence of topologi-

cal operators Uα(ΣD−p−1) labelled by a group element α ∈ G and a closed codimension-

(p + 1) submanifold of spacetime11. For coincident submanifolds, these operators sat-

isfy the “fusion rule” Uα(Σ)Uβ(Σ) = Uα+β(Σ). The operators charged under a p-form

symmetry are supported on p-dimensional loci, and create p-brane excitations. The

conservation law asserts that the (p+ 1)-dimensional worldvolume of these excitations

will not have boundaries.

For p ≥ 1, the symmetry operators commute with each other – higher-form sym-

metries are abelian [23]. To see this, consider a path integral representation of an ex-

pectation value with two symmetry operators U(Σ1)U(Σ2) inserted on the same time

slice t. The ordering of the operators can be specified in the path integral by shifting

the left one to a slightly later time t + ε. If p ≥ 1, then Σ1,2 have codimension larger

than one, and their locations can be continuously deformed to reverse their order.

Action of higher form symmetry operators in Hamiltonian description.

The relation between the spacetime point of view on higher-form symmetries

and the Hamiltonian point of view common in the condensed matter literature

11For discussion of p = −1, see [29].
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can be confusing. Above I have written the expression for the transformation as

U(Σ)W (C)U †(Σ). This operator ordering is obtained by placing the support of

these operators on successive time slices. Since U is topological, from a spacetime

point of view, the same result obtains if instead we deform the surfaces Σ and

−Σ to a single surface S in spacetime that surrounds the locus C, as illustrated

here in cross-section:

t −Σ
C

Σ
= C S (3.7)

The variation of the operator then depends on the linking number of S and C in

spacetime.

Here is a recipe for thinking about this:

Choose a constant-time slice MD−1. For each ΣD−p−1 ⊂MD−1,

W (Cp) 7→ Uα(ΣD−p−1)W (Cp)U
†
α(ΣD−p−1) = e

iαq
∮
Cp

δΣW (Cp) (3.8)

where δΣ is the Poincaré dual of ΣD−p−1 in MD−1:
∫
MD−1

ηD−p−1 ∧ δΣ =∫
ΣD−p−1

ηD−p−1, ∀ηD−p−1. (dδΣ = 0 since ∂Σ = 0.)

• Uα(−Σ) = U−α(Σ) = U †α(Σ).

• Infinitesimal version: δW (C) = i[QΣ,W (C)] = iq#MD−1
(Σ, C)W (C) =

iq`MD−1
(S,C)W (C)

• If we assume Lorentz symmetry:

O(C)→ Uα(Σ)O(C)U †α(Σ) = Uα(S)O(C) (3.9)

in the euclidean path integral.

3.3 Physics examples of higher-form symmetries

A higher-form symmetry can be exact:

• Maxwell theory in D = 3 + 1 with electric charges but no magnetic charges

has a continuous 1-form symmetry with current Jµν(m) = 1
4π
εµνρσFρσ ≡ 1

2π
(dÃ)µν .

The statement that this current is conserved ∇µJ
µν
(m) = 0 is the Bianchi identity

expressing the absence of magnetic charge. The symmetry operator is U
(m)
α (Σ) =

e
iα
2π

∫
Σ F . The fact that the charge operator

∫
Σ
F depends only on the topological

class of Σ is the magnetic gauss law – when Σ is contractible, it counts the number

of magnetic monopoles inside. This symmetry shifts the dual gauge field Ã by a
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flat connection; the charged line operator is the ’t Hooft line, W (m)[C] = ei
∮
C Ã.

In free Maxwell theory without electric charges, there is a second 1-form current,

J(e) = F whose charged operator is the Wegner-Wilson line W (e)[C] = ei
∮
C A. The

symmetry operator for this ‘electric’ 1-form symmetry is U
(e)
α (Σ2) = e

i 2α
g2

∫
Σ2

?F
,

which (by canonical commutators) shifts the gauge field A by a flat connection.

• Pure SU(N) gauge theory or ZN gauge theory or U(1) gauge theory with charge-

N matter has a ZN 1-form symmetry, called the ‘center symmetry’. The charged

line operator is the Wegner-Wilson line in the minimal irrep, W [C] = trPei
∮
C A.

... or it can be emergent.

• When we spontaneously break a 0-form U(1) symmetry in d = 2, there is an

emergent 1-form U(1) symmetry whose charge counts the winding number of the

phase variable ϕ around an arbitrary closed loop C, Q[C] =
∮
C
dϕ. It is conserved

because d(dϕ) = 0 if ϕ is single-valued. In d spatial dimensions, this produces

a (d − 1)-form symmetry. The charged operator creates a vortex (in d = 2, or

a vortex line or sheet in d > 2), which makes a codimension-two locus where ϕ

is not single-valued, so d2ϕ 6= 0. Unlike the examples above, this symmetry is

generally not an exact symmetry of a microscopic Hamiltonian for a superfluid;

it is explicitly broken by the presence of vortex configurations. More on this

example and its consequences for superfluid physics in §3.12.

• There is a sense in which the 3d Ising model has a Z2 1-form symmetry reflecting

the integrity of domain walls between regions of up spins and regions of down

spins. The charged line operator is the Kadanoff-Ceva disorder line [30] – the

boundary of a locus along which the sign of the Ising interaction is reversed

(for a review, see [31]). But because a domain wall is always the boundary of

some region, no states are charged; relatedly, the disorder line is not a local

string operator. If we gauge the Z2 symmetry of the Ising model, the disorder

line becomes the Wegner-Wilson line of the resulting Z2 gauge theory, and this

theory has a genuine 1-form symmetry.

• Spin liquids, FQHE... as we’ll see.

3.4 Spontaneous symmetry breaking

Anything we can do with ordinary (0-form) symmetries, we can do with higher-form

symmetries. In particular, they can be spontaneously broken. A symmetry is sponta-

neously broken if a ground state (more generally an equilibrium state) is not invariant.
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SSB ⇔ LRO.

There exists a charged operator O with 〈ψ|O |ψ〉 6= 0 (long-range order) if and

only if |ψ〉 is not invariant under the symmetry (SSB).

Proof:

⇒ We’ll prove the contrapositive (the state is symmetric means that no charged

operator has an expectation value). Assume by way of contradiction that the

state is a stationary state of the symmetry operator, S |ψ〉 = eiα |ψ〉. Then for

any charged operator SO = eiγOS, γ /∈ 2πZ, i.e. O = S†OSeiγ,

〈ψ|O |ψ〉 = eiγ 〈ψ|S†OS |ψ〉 = eiγ 〈ψ|O |ψ〉 (3.10)

which says 〈ψ|O |ψ〉 = 0.

⇐ a For any region X, we can write its reduced density matrix as

ρX = trX̄ |ψ〉〈ψ| =
∑
I

〈OI〉OI (3.11)

where X̄ is the complement of X and {OI} is a basis of hermitian operators on

X orthonormal under the Hilbert-Schmidt norm trOIOJ = δIJ . If no charged

operator has a nonzero expectation value, then the sum only contains neutral

operators. But then SρXS
† = ρX , meaning that the state is invariant.

aThis argument was explained to me by Tarun Grover.

A comment about the preceding result: This argument makes no assumptions about

the support of the symmetry operators. The argument for LRO =⇒ SSB also says

nothing about the support of the charged operators – they actually needn’t be operators

of the correct dimension indicated above12.

To appreciate the consequences of SSB for higher-form symmetries, let’s spend a

little time reviewing the story for 0-form symmetries. One way to characterize the

unbroken phase of a 0-form symmetry is that correlations of charged operators are

short-ranged, meaning that they decay exponentially with the separation between the

operators 〈
O(x)†O(0)

〉 x→∞∼ e−m|x|. (3.12)

A language that will generalize is to regard the two points at which we insert a charged

operator and its conjugate as an S0, a zero-dimensional sphere, and the separation

between the points as the size of the sphere. The broken phase for 0-form symmetry

12Thanks to Sal Pace for raising this question.
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can be diagnosed by long-range correlations:〈
O(x)†O(0)

〉 x→∞∼ 〈
O†(x)

〉 〈
O(0)

〉
+ · · · , (3.13)

independent of the size of the S0.

For a p-form symmetry, the unbroken phase is also when correlations of charged

operators are short-ranged, and decay when the charged object grows. For a 1-form

symmetry, this is when the charged loop operator exhibits an area law:

〈W (C)〉 ∼ e−Tp+1Area(C), (3.14)

where Area(C) is the area of the minimal surface bounded by the curve C. In the case

of electricity and magnetism, an area law for
〈
WE(C)

〉
is the superconducting phase.

The broken phase for a p-form symmetry is signalled by a failure of the expectation

value of the charged operator to decay with size. For a 1-form symmetry, this is when

the charged loop operator exhibits a perimeter law:

〈W (C)〉 = e−TpPerimeter(C) + · · · . (3.15)

The coefficient Tp can be set to 0 by modifying the definition of W (C) by counterterms

local to C (for p = 1, this is mass renormalization of the probe particle), so (3.15) says

that a large loop has an expectation value.

SSB of higher-form symmetry has been a fruitful idea. The fact that charged

operators have long-range correlations means that the generators of the symmetry act

nontrivially on the groundstate – the argument in the box above was not special to

0-form symmetry. In the next two subsections, I’ll illustrate the consequences in the

case of discrete and continuous higher-form symmetries, respectively.

3.5 Topological order as SSB

Suppose we spontaneously break a discrete higher-form symmetry. The generators of

the broken part of the higher-form symmetry commute with the Hamiltonian and take

a groundstate to a different groundstate. These groundstates are therefore related to

each other by the action of an extended operator, rather than by a local operator.

But this is precisely a definition of topological order: the presence of a groundstate

subspace of locally indistinguishable states, as in (2.2) [23, 32].

Let’s think about the example of Zp gauge theory (whose solvable limit is the toric

code [7]) in D spacetime dimensions. This is a system with Zp 1-form symmetry with

symmetry operators U(MD−2), supported on a (D − 2)-dimensional manifold, and
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charged operators V (C1), supported on a curve. In terms of the toric code variables,

we can be completely explicit. On each link we have a p-state system on which act

the Pauli operators Z =
∑p

k=0 ω
k|k〉〈k| and X =

∑p
k=0 |k+ 1〉〈k| (where ω ≡ e2πi/p and

the arguments of the kets are understood mod p). Then V (C) =
∏

`∈C Z`, U(M) =∏
`⊥M X`, where we regard M as a surface in the dual lattice, and ` ⊥M indicates all

links crossed by the surface M . Their algebra is

Um(M)V n(C) = e2πimn
p

#(C,M)V n(C)Um(M) (3.16)

where #(C,M) is the intersection number of the curve C with the surface M . This

is the algebra of electric strings and magnetic flux surfaces in Zp gauge theory. Deep

in this gapped phase, H = 0, and there is a description in terms of topological field

theory. A simple realization is BF theory of a 1-form potential a and (D − 2)-form

potential b (generalizing (2.19)) with action

S[b, a] =
p

2π

∫
D

b ∧ da =
p

2π

∫
dDxεµ1···µDbµ1···µD−2

∂µD−1
aµD (3.17)

in terms of which

Un(M) = ein
∮
M bD−2 , V m(C) = eim

∮
C a. (3.18)

The algebra (3.16) follows from canonical commutation relations in this gaussian the-

ory. Since V (C) has a perimeter law in the deconfined phase, the charged objects whose

condensation breaks the 1-form symmetry are the loops of electric flux. (Recall that

an excitation is condensed if the operator that creates it has an expectation value.)

This is consistent with the explicit form of the toric code groundstate wavefunction(s)

Another example is the Laughlin fractional quantum Hall states. So far in our

discussion the symmetry operators for a 1-form symmetry with group A form a repre-

sentation of A on the 1-cycles of space, Z, i.e. a linear map U : Z → U(1), where the

representation operators commute U(M)U(M ′) = U(M ′)U(M). This relation can be

generalized to allow for phases – i.e. a projective representation. Consider a system

in D = 2 + 1 with a Zk 1-form symmetry that is realized projectively in the following

sense:

Um(C)Un(C ′) = e
2πimn#(C,C′)

k Un(C ′)Um(C) (3.19)

where #(C,C ′) is the intersection number of the two curves C,C ′ in space. Regarding

U(C) as the holonomy of a charged particle along the loop C, this is the statement

that flux carries charge. Representing this algebra nontrivially gives k groundstates

on T 2. This algebra, too, has a simple realization via abelian Chern-Simons theory,

S[a] = k
4π

∫
a ∧ da, with Um(C) = eim

∮
C a.
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The algebra in (3.19) is a further generalization of 1-form symmetry, in that the

group law is only satisfied up to a phase. As we will discuss in §3.12, it is an example

of a 1-form symmetry anomaly.

The preceding discussion applies to abelian topological orders. In this context,

abelian means that the algebra of the line operators transporting the anyons forms a

group, which must be abelian by the argument above. In §3.14 we discuss the further

generalization that incorporates non-abelian topological orders.

3.6 Photon as Goldstone boson

What protects the masslessness of the photon? The case of quantum electrodynamics

(QED) is the most visible version of this question; the same question arises in condensed

matter as: why are there U(1) spin liquid phases, with an emergent photon mode?

Higher-form symmetries provide a satisfying answer to this question (unlike appeals

to gauge invariance, which is an artifact of a particular description): the gaplessness

of the photon can be understood as required by spontaneously-broken U(1) 1-form

symmetry [19, 23, 24, 33], as a generalization of the Goldstone phenomenon.

Here is the proof of the p-form Goldstone theorem from [24]. A continuous p-form

symmetry implies a p+ 1-form current J such that

Uα(ΣD−p−1) = e
iα

∫
ΣD−p−1

?J
. (3.20)

A covariant form of the statement that the p+1-form current J is conserved and

that W [C] is a charged operator is the Ward identity

(d ? J(x))W [C] = iqδC(x)W [C] (3.21)

where the D−p-form delta function (Poincaré dual) δC(x) satisfies
∫
bp∧δC(x) =∫

C
bp for any p-form bp, and J is the p + 1-form current. Let’s consider the

broken phase and choose W [C] to have the multiplicative normalization where

〈W [C]〉 = c, so no perimeter law.

Take C to be an infinite flat p-plane and integrate the BHS of (3.21) with respect

to x over a (D − p)-ball BD−p of radius R that intersects C at a single point:

W [C]

∫
∂BD−p

?J = iqW [C] . (3.22)
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The boundary of the ball ∂BD−p is a D−p−1 sphere linked with C in spacetime,

a Gaussian surface. Taking expectation values of the BHS we have

〈J(R)W [C]〉 ∼ iqc

RD−p−1
, (3.23)

a power-law correlation, implying the presence of a gapless mode.

Here is a perspective on the zero-form version of the Goldstone theorem. Given a

continuous zero-form symmetry with current jµ, we can couple to a background gauge

field A by adding to the Lagrangian ∆L 3 jµAµ. If the symmetry is spontaneously

broken, the effective Lagrangian will contain a Meissner term proportional to A2. But

the effective action must be gauge invariant, and this requires the presence of a field

that transforms nonlinearly under the U(1) symmetry: ϕ → ϕ + λ,A → A− dλ; this

is a global symmetry if dλ = 0. Altogether, the effective Lagrangian must contain a

term of the form

Leff = − 1

4πg
(dϕ+A)2 (3.24)

(where by (ω)2 I mean ωp∧?ωp = 1
p!
ωµ1···µpω

µ1···µp). The coefficient 1
4πg

is the superfluid

stiffness.

The analog for a continuous 1-form symmetry works as follows. The current is

now a two-form, so the background field must be a two-form gauge field Bµν and the

coupling is ∆L 3 JµνBµν . The same logic implies that the effective action for the

broken phase must contain a term

Leff = − 1

2g2
(da+ B)2 (3.25)

where the Goldstone mode a is a 1-form that transforms nonlinearly a → a + λ,B →
B − dλ; this is a global symmetry if dλ = 0. Setting the background field B = 0, we

recognize this as a Maxwell term for a. The coupling strength g is determined by the

analog of the superfluid stiffness.

For p-form U(1) symmetry, we conclude by the same logic that there is a massless

p-form field a with canonical kinetic term

SMax[a] = − 1

2g2

∫
da ∧ ?da. (3.26)

Returning to QED, we see that the familiar Coulomb phase is the SSB phase for

the U(1) 1-form symmetry. The unbroken phase is the superconducting phase, where

the photon has short-ranged correlations. (In an ordinary superconductor, where the

Cooper pair has charge two, a Z2 subgroup of the 1-form symmetry remains broken.)
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As in the case of 0-form SSB, the broken phase can be understood via the conden-

sation of charged objects; in this case the charged objects are the strings of electric

flux [9, 34]. Notice that the presence of charged matter, on which these strings can

end, and which therefore explicitly breaks this symmetry, does not necessarily destroy

the phase. We’ll comment on this robustness more in §3.8. In fact, because of electro-

magnetic duality, the Coulomb phase is the broken phase for either the electric 1-form

symmetry or the magnetic 1-form symmetry [23].

[End of Lecture 2]

3.7 Effects of IR fluctuations

The analog of the Hohenberg-Coleman-Mermin-Wagner (HCMW) theorem for higher-

form symmetries [17, 18, 23, 33] is interesting. As in the proof of the HCMW theorem,

we suppose that a p-form U(1) symmetry in D spacetime dimensions is spontaneously

broken and that there is therefore a Goldstone mode, a massless p-form field a. Then we

ask if indeed the symmetry is broken by evaluating the expectation value of a charged

operator WC , including the fluctuations of the would-be-Goldstone mode a. We can

choose C to be a copy of Rp ⊂ RD so that we can do the integrals, and the result is

(see [33] for a discussion of a convenient gauge choice)

〈WC〉 = Z−1

∫
[Da]e−SMax[a]+i

∫
C a ' exp

(
−1

2
g2Lp

∫
d̄D−pk

k2
⊥

)
(3.27)

where d̄k ≡ dk
2π

and k⊥ is the momentum transverse to C. The integral in the exponent

of (3.27) is IR divergent when D − p ≤ 2. As in the p = 0 case, we interpret this as

the statement that the long-wavelength fluctuations of the would-be-Goldstone mode

necessarily destroy the order. (For D − p ≥ 2, the integral is UV divergent. This

divergence can be absorbed in a counterterm locally redefining the operator WC →
WCe

−δT
∫
C d

px, which can be interpreted as a renormalization of the tension T of the

charged brane.) In the marginal case of p = D − 2, the long-range order is destroyed,

but 〈WC〉 decays as a power-law in the loop size, rather than an exponential; this is a

higher-form analog of algebraic long-range order in D = 2.

The calculation above is independent of compactness properties of the Goldstone

form field, in the sense that in (3.27) we just did a Gaussian integral over the topologically-

trivial fluctuations of a. In the marginal case D = 2+1, p = 1, if we treat a as a compact

U(1) gauge field, SSB of the 1-form symmetry is avoided instead because monopole in-

stantons generate a potential for the dual photon dσ = ?da/2π [35]. This mechanism

generalizes to any case with D − p = 2 [33].
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[17, 18] interpret such results as a generalization of Elitzur’s theorem on the un-

breakability of local gauge invariance [36].

3.8 Robustness of higher-form symmetries

We are used to the idea that consequences of emergent (aka accidental) symmetries

are only approximate: explicitly breaking a spontaneously-broken continuous 0-form

symmetry gives a mass to the Goldstone boson.

This raises a natural question. The existence of magnetic monopoles with m =

Mmonopole explicitly breaks the 1-form symmetry of electrodynamics:

∂µJEµν = jmonopole
ν .

If the photon is a Goldstone for this symmetry, does this mean the photon gets a mass?

Perhaps surprisingly, the answer is ‘no’ (early discussions of the robustness of broken

higher-form symmetries using different words include [37, 2, 38]). This is a way in

which zero-form and higher-form symmetries are quite distinct.

A cheap way to see that ‘no’ is the right answer is by dimensional analysis. How does

the mass of the photon mγ depend on the mass of the magnetic monopole, Mmonopole?

Suppose all the electrically charged matter (such as the electron) is very heavy or

massless. We must have mγ → 0 when Mmonopole →∞. But there is no other mass in

the problem to make up the dimensions.

A slightly less cheap way to arrive at this answer is by dimensional reduction. If we

put quantum electrodynamics (QED) on a circle of radius R, we arrive at low energies

at abelian gauge theory in D = 2 + 1, which is confined by monopole instantons

[35]. The monopole instantons arise from euclidean worldlines of magnetic monopoles

wrapping the circle, and so their contribution to the mass of the (2+1)d photon is

mγ(R) ∼ e−RMmonopole . (3.28)

The polarization of the photon along the circle gets a mass from euclidean worldlines

of charged matter (like the electron) wrapping the circle, so its mass is

m4(R) ∼ e−Rme . (3.29)

But now the point is simply that when R→∞, both of these effects go away and the

(3+1)d photon is massless.

A third argument is that operators charged under a 1-form symmetry are loop

operators – they are not local. We can’t add non-local operators to the action at

35



all. This argument is not entirely satisfying, since on the lattice even the action for

pure gauge theory is a sum over (small) loop operators. The question is whether

the dominant contributors in this ensemble of charged loop operators grow under the

RG. [39] describes a toy calculation to address this question: begin in a phase with

a perimeter law 〈W [C]〉 ∼ tlength[C] and consider adding to the action g
∫

[dC]W [C] +

h.c. in perturbation theory in g. Regularizing on the lattice and neglecting collisions

of loops, the result is the same as integrating out a charged particle whose mass is

determined by the parameter t:〈∑
C

W [C]

〉
= −L

D

2

∫
d̄Dq log

(
1− 2t

D∑
µ=1

cos qµ

)
. (3.30)

Thus, for small enough t ≤ 1
2D

there is an IR divergence indicating a transition to a

phase where the charged particle is condensed. Until that happens, the SSB phase sur-

vives. A useful slogan extracted from this calculation is that a loop operator becoming

relevant (changing the IR physics) indicates the onset of a Higgs transition.

The discrete analog of this phenomenon is instructive. In the solvable toric code

model, the discrete 1-form symmetries are exact. But in the rest of the deconfined

(spontaneously broken) phase, they are emergent, but still spontaneously broken, and

still imply a topology-dependent groundstate degeneracy that becomes exact in the

thermodynamic limit. A rigorous proof of this [38] constructs (slightly thickened)

string operators by quasi-adiabatic continuation.

Known forms of topological order in D ≤ 3 + 1 have the property that at any

T > 0 they are smoothly connected to T = ∞ (a trivial product state). If the 1-form

symmetry is emergent, then as soon as T > 0, a mass is generated for the photon (by

the argument above, with the circle regarded as the thermal circle, so that R = 1/T ),

and the state is smoothly connected to T =∞.

We do know an example of a topologically ordered phase that is stable at T > 0,

namely the two-form toric code in D = 4+1 [40]. In the U(1) version of this theory, the

masslessness of the two-form gauge field should survive explicit short-distance breaking

of the U(1) two-form symmetry, even at finite temperature. The reason is that a theory

with a two-form symmetry on a circle still has a 1-form symmetry.

We conclude that the consequences of higher-form symmetries are more robust to

explicit breaking than zero-form symmetries [39, 41, 42, 43]. This is a double-edged

sword. One the one hand, it means that even though higher-form symmetries are

rarely microscopically exact, they can be generic. On the other hand, it means that the

Generalized Landau Paradigm is not as simple as the old-fashioned one. In classifying

phases of matter, we can’t just worry about the exact symmetries of the microscopic

Hamiltonian. We also have to worry about symmetries that may emerge.
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3.9 Mean field theory

Landau-Ginzburg mean field theory is our zeroth-order tool for understanding symmetry-

breaking phases and their neighbors. It is therefore natural to ask whether it has an

analog for higher-form symmetries [39]. We focus on the simplest nontrivial case of a

U(1) 1-form symmetry.

Earlier we reviewed the logic that produces this weapon in the zero-form case. The

1-form analog of the order parameter field φ(x) (which is a function from the space of

points into a linear representation of G), is a functional ψ[C] from the space of loops

into a linear representation of G, a ‘string field’. While φ(x) transforms under the

zero-form symmetry as φ(x) → φ(x)eiα, with dα = 0, the 1-form analog transforms

like ψ[C]→ ψ[C]ei
∮
C Γ, with dΓ = 0.

To write an action for such a field requires the analog of a derivative, which compares

its values on nearby loops. Such an ‘area derivative’ was discovered in the study of

loop-space formulations of gauge theory [44] (see Fig. 3, left). The analog of integrating

the action over spacetime
∫
dDx is integrating over the space of loops

∫
[dC]. The most

general action consistent with the symmetries then takes the form

S[ψ] =

∫
[dC]

(
V (|ψ[C]|2) +

1

2L[C]

∮
ds
δψ?[C]

δCµν(s)

δψ[C]

δCµν(s)
+ · · ·

)
+ Sr[ψ] . (3.31)

The last ‘recombination term’

Sr[ψ] =

∫
[dC1,2,3]δ[C1 − (C2 + C3)] (λψ[C1]ψ?[C2]ψ?[C3] + h.c.) + · · · (3.32)

is not local in loop space, but is local in real space since it involves only a single integral

over the center-of-mass of the loops. Here the delta function imposes the equality of

loops regarded as integration domains (see Fig. 3, right). The · · · denote terms with

more derivatives or more powers of ψ. Models similar to this Mean String Field Theory
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Figure 3: Left: a sketch of the definition of the area derivative δ
δCµν(s)

. Right: The

arrangement of loops involved in the topology-changing term Sr in the MSFT action.

(MSFT) have been considered before in various specific contexts [45, 46, 47, 48, 49].
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The potential term V (|ψ[C]|2) = r|ψ[C]|2 + u|ψ[C]|4 + · · · controls the low-energy

behavior. If r > 0, we find an unbroken phase where ψ[C] ' e−
√
rA[C]. When r < 0, the

strings want to condense. The fluctuations around nonzero |ψ| are all massive, except

for the geometric mode ψ[C] = vei
∮
C dsaµ(x(s))ẋµ(s), which describes a slowly-varying

1-form symmetry transformation, and in terms of which the action (3.31) reduces to

the Maxwell action for a, with coupling g2 = 1
2v2 .

As in the zero-form case, another application of this mean field theory is to classify

topological defects of the resulting ordered media. The conclusion for G = U(1) is that

the only topological defect is the codimension-three magnetic monopole.

So far, we have discussed the case of a U(1) 1-form symmetry. The case of discrete

symmetries can be approached by explicitly breaking the U(1) 1-form symmetry to a

discrete subgroup. A term of the form

h

∫
[dC]ψk[C] + h.c. (3.33)

breaks it down to Zk. In the broken phase, the effective action reduces to a continuum

(BF) description of Zk gauge theory.

The action (3.31) can be given a lattice definition and contact can be made with

microscopic Hamiltonians in the following way. Zero-form mean field theory arises

from a variational using a product state ansatz |Ψφ〉 = ⊗x |φ(x)〉; given a microscopic

Hamiltonian, the variational energy 〈Ψφ|H |Ψφ〉 = H[φ] takes the form of the Landau-

Ginzburg Hamiltonian.

Consider for definiteness a Z2 lattice gauge theory Hamiltonian, in the form

HTC = −∞
∑

sites,s

As − Γ
∑

plaquettes,p

Bp − g
∑

links,`

Z`. (3.34)

This acts on a Hilbert space that is a tensor product of qubits on the links of a cell

complex; As =
∏

`∈s Z` and Bp =
∏

`∈pX`. X and Z denote the Pauli operators. In

the Z eigenbasis, we regard a link as covered by a segment of string if Z = −1. We

take the coefficient of the star term As to infinity so that the loops are closed and

there is an exact (electric) 1-form symmetry generated by U(C) =
∏

`∈C X`. When

g = 0, the groundstate is the uniform superposition over all collections of closed loops.

g represents a tension for the electric strings; for large enough g/Γ, there is a transition

to a confined phase.

The analog of a product state for the 1-form case is a many-body wavefunction on

collections of loops determined by a function ψ[C] on a single loop:

|Ψψ〉 =: e
∑
c,connected ψ[c]U [c] : |0〉 (3.35)
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where U [c] |0〉 = |c〉 creates the loop c, and the normal-ordering symbol : · · · : is a

prescription for dealing with overlapping loops. The variational energy for this state

is a lattice Hamiltonian for the action (3.31) plus (3.33).

Brief comments on phase transitions. As in the 0-form case, we expect the

mean-field description to break down near critical points, below the upper critical

dimension. (The extension of the renormalization group to MSFT has not yet been

attempted.) Dimensional analysis says that the string field ψ has dimension (D −
4)/2 and hence u has mass dimension 8 − D, and λ has dimension 6 − D/2, which

puts the upper critical dimension at 8 or 12, depending on which coupling matters.

More significantly, the recombination term is a symmetric term cubic in the order

parameter field, and we expect that it generically renders the transition first order.

This is consistent with numerical work on deconfinement transitions in gauge theory

in D > 3 (see e.g. [50] and references therein).

Notice that the string field has engineering dimension zero in D = 4. There are

two possible notions of lower critical dimension, which coincide at D = 2 in the case of

0-form symmetries. One is the largest dimension where the HCMW theorem forbids

symmetry breaking, which is D = 3 for 1-form symmetry. The other is the dimension in

which the linearly-transforming field is classically dimensionless, which is D = 4 for 1-

form symmetries. In the case of 0-form symmetry, this allows for the rich physics of the

Berezinskii-Kosterlitz-Thouless transition, where there is a line of (free) fixed points

(parameterized by g in (3.24)) that terminates when a symmetry-allowed operator

becomes relevant. A universal prediction is the value of the stiffness at the transition,

since as in (3.24), the stiffness determines the coupling.

For the special case of 1-form symmetry-breaking in D = 4, there is again a line of

(free) fixed points, parameterized by the Maxwell coupling, as in (3.25). Consider the

application of this picture to Zk gauge theory, described by perturbing the MSFT action

by (3.33). In the free theory, this operator can be argued [51] to have an anomalous

dimension ∆k(g) = g2k2

32π2 ; for large enough k, ∆p(g) passes through 4 at some gc <
√

4π,

and we can interpret this as the location of a transition in the low-energy physics from

a Coulomb phase to a phase with Zk topological order. The prediction is again a

universal jump in the ‘superfluid stiffness’, namely the value of the gauge coupling at

the transition. Many of these ideas were anticipated by Cardy [52] without the benefit

of the language higher-form symmetry.

There is a catch: this transition is observed in Monte Carlo simulations to actually

be weakly first order (see [53] and references therein). Does that mean there is nothing

universal to say? There is a reason the transition is weakly first order. The magnetic

charge whose condensation drives the transition has a good dual description via the

Abelian Higgs model. In this model, fluctuations drive the transition first order [54].
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If the coupling is weak at the transition, this description is good and the transition is

weakly first order. But, using the slogan of §3.8 (a loop operator becoming relevant

means a Higgs transition), the mechanism of the previous paragraph determines the

critical coupling and shows that it should be small at large k.

3.10 Anomalies

My motivation for including a discussion of anomalies here is twofold. One is that

anomalies are a necessary ingredient in a suitably-generalized Landau Paradigm that

incorporates all phases, in particular topological insulators and SPT phases. A second

motivation is that, as I will review, the existence of anomalies makes symmetries much

more useful for constraining the dynamics of a physical system, and their generalization

to higher-form symmetries is therefore an essential step.

The historical, high-energy-physics perspective on anomalies starts from specifying

a quantum field theory by a path integral

Z =

∫
[D(fields)]eiS[fields]. (3.36)

An anomaly is a symmetry of the action S that is not a symmetry of the path-integral

measure. The first example found was the chiral anomaly, the violation of the axial

current of a charged Dirac field (the symmetry that rotates left-handed and right-

handed fermions with opposite phases)

∂µj
µ
A = N

e2

16π2
εµνρσF

µνF ρσ, (3.37)

which controls the decay of the neutral pion into two photons.

A more concrete perspective arises if we consider the same kind of system on the

lattice, in one dimension for simplicity: consider a tight-binding model of fermions

hopping on a chain, at some small filling as in Fig. 4. In this case, there is no chiral

symmetry at all at the lattice scale. It is an emergent symmetry, violated by the UV

physics in a definite way. At low energies, the system is approximately described by

the neighborhood of the two boundaries of the Fermi sea, giving a 1d massless Dirac

fermion, with a chiral symmetry. But if we adiabatically apply an electric field Ex,

every fermion increases its momentum and the chiral charge changes by

∆QA = ∆(NR −NL) = 2
∆p

2π/L
=
L

π
e

∫
dtEx(t) =

e

2π

∫
εµνF

µν . (3.38)

The left hand side is ∆QA =
∫
∂µjAµ , and so (3.38) is the 2d version of the chiral

anomaly:

∂µj
µ
A =

e

2π
εµνF

µν . (3.39)
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Figure 4: Left: Spectrum of a free-fermion tight-binding model in one dimension,

near the bottom of the band at some small filling. Green circles indicate filled states.

Right: The result of adiabatically applying an electric field. NL/R indicate the number

of left-moving and right-moving excitations.

A reason for excitement about this phenomenon is that the coefficient N in (3.37)

is an integer. This is the first hint that an anomaly is a topological phenomenon, a

quantity that is RG invariant [55]. Much of physics is about trying to match micro-

scopic (UV) and long-wavelength (IR) descriptions. That is, we are often faced with

questions of the form “what could be a microscopic Hamiltonian that produces these

phenomena?” and “what does this microscopic Hamiltonian do at long wavelengths?”.

Anomalies are precious to us, because they are RG-invariant information: any anomaly

in the UV description must be realized somehow in the IR description.

The idea is that the existence of the anomaly means that the partition function

varies by some particular phase under the anomalous symmetry, but an RG transfor-

mation must preserve the partition function. Any symmetric theory may be coupled to

background gauge fields associated with the symmetry by a minimal coupling proce-

dure, very sketchily by the replacement ∂  ∂+A. The anomaly is the phase acquired

by the partition function Z → ei
∫
λAZ under a gauge transformation A → A + dλ.

(The minimal coupling procedure is ambiguous up to adding gauge-invariant terms

(like F 2); this ambiguity does not affect the anomaly.)

Another useful perspective on anomaly is therefore as an obstruction to gauging

the symmetry. Gauging a symmetry means creating a new system where the symmetry

is a redundancy of the description, by coupling to gauge fields and then making them

dynamical. If the symmetry is not conserved in the presence of background gauge

fields, the resulting theory would be inconsistent.

Above I’ve described an example of an anomaly of a continuous symmetry. Discrete
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symmetries can also be anomalous.

Anomaly is actually a more basic notion than phase of matter: The anomaly is a

property of the degrees of freedom (of the Hilbert space) and how the symmetry acts

on them, independent of a choice of Hamiltonian. Multiple phases of matter can carry

the same anomaly.

3.11 SPT phases and anomalies

The definition of gapped phases can be refined by studying only the space of Hamilto-

nians preserving some particular symmetry group G. Two phases that are distinct in

this smaller space may nevertheless be connected by a gapped path in the larger space

of non-symmetric Hamiltonians.

One way to define [56] a Symmetry-Protected Topological (SPT) phase is as a

nontrivial phase of matter (with some symmetry G) without SSB or topological order

(for a review, see [57]). SPT phases can be characterized by their edge states. The idea

is that the edge theory has to represent an anomaly of the symmetry G. It is really

this anomaly that labels the bulk phase. This phenomenon is called anomaly inflow.

As a simple example, consider an effective field theory for the integer quantum Hall

effect, regarded as an SPT for charge conservation symmetry13. The charge conserva-

tion symmetry is associated, by Noether’s theorem, with a conserved current jµ, with

∂µj
µ = 0. In D = 2 + 1, this equation can be solved by writing jµ = εµνρ∂νaρ/(2π),

in terms of a 1-form gauge field aµ, with redundancy a → a + dα. As we discussed

above, the leading effective action for such a field, in the absence of parity symmetry,

is a Chern-Simons term [11, 58]:

SIQH[a,A] =
1

4π

∫
M

εµνρ (aµ∂νaρ + 2Aµ∂νaρ) (3.40)

where A is a background field for the charge conservation symmetry. Under A →
A + dλ, δSIQH =

∫
∂M

εij

4π
fijλ. This is the contribution to the chiral anomaly from a

single right-moving edge mode.

In terms of the definition of the anomaly as a variation of the partition function of

the edge theory in the presence of background fields, the variation of the bulk action

cancels the anomaly of the edge theory, so that the whole system is G symmetric. The

edge theory cannot be trivial, since it has to cancel the variation of the bulk under the

symmetry transformation: it has to be either [59]

13Actually, the integer quantum Hall phase is more robust, and survives explicit breaking of the

charge conservation symmetry. It is protected by the gravitational anomaly manifested in the nonzero

chiral central charge.
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• gapless

• symmetry-broken

• or topologically ordered.

In particular, there cannot be a trivial gapped groundstate. These are the same

conditions arising from the Lieb-Schultz-Mattis-Oshikawa-Hastings (LSMOH) theorem

[60, 61] (for more recent developments, see e.g. [62]), and we can call this an LSMOH

constraint.

A perhaps-simpler example is the free fermion topological insulator in D = 3 + 1,

protected by charge conservation and time-reversal symmetry. In this case, the bulk

effective action governs a single massive Dirac fermion; a boundary is an interface

where the mass changes sign, at which a single Dirac cone arises. A single Dirac cone

in D = 2 + 1 realizes the so-called parity anomaly. The fact that anomaly transcends

a phase of matter is illustrated by the fact that, in the presence of interactions or

disorder, there are other possible edge theories for the topological insulator.

There is by now a sophisticated (still conjectural) mathematical classification of

SPTs for various G in various dimensions [63, 64] about which I will not say more here.

My point is that we are still using their realization of symmetries to label these phases!

3.12 Anomalies of higher-form symmetries

Let’s return to the example from §3.3 of the (d − 1)-form symmetry that arises in

any superfluid phase [24, 25, 65]. The new current can be written as (?J)µ = ∂µϕ.

However, in the presence of a background gauge field A for the U(1) symmetry, the

gauge-invariant current is instead

(?J)µ = Dµϕ (3.41)

where Dµϕ = ∂µϕ− qAµ is the covariant derivative. But this current is not conserved:

d ? J = −qF (3.42)

with F ≡ dA. This equation has a simple interpretation: applying an electric field

leads to a supercurrent that increases linearly in time.

The symmetry violation in (3.42) is an example of a mixed anomaly between a

0-form symmetry and a (d − 1)-form symmetry, that arises automatically from SSB.

Reference [25] shows a converse statement: any system with U(1)(0) × U(1)(D−2) sym-

metry with anomaly (3.42) contains a Goldstone boson in its spectrum. Since no long-

range order is assumed, this is a more general statement than Goldstone’s theorem –

it applies even in D = 2.
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This perspective can be used to demonstrate the existence of equilibrium states

with non-dissipating current [65].

A direct 1-form generalization of Oshikawa’s argument [60] appears in [66]. This

is an example of a mixed anomaly between a 1-form symmetry and lattice translation

symmetry.

We should give an example of an anomaly of a higher-form symmetry that does not

involve zero-form symmetries. An example is provided by the theory of abelian anyons

in D = 2 + 1, and is best understood by regarding an anomaly as an obstruction to

gauging. Gauging a continuous 1-form symmetry means coupling the conserved current

Jµν to a dynamical two-form gauge field bµν by a term like bµνJ
µν . That is, gauging

a symmetry means summing over all possible background fields. In the discrete case,

this is the same as summing over the insertions of all possible symmetry operators. (In

the continuous case, it also requires summing over connections that are not flat.)

Thus, gauging a 1-form symmetry in 2+1 dimensions means proliferating the world-

lines of the associated anyons [23, 67]; this is ‘anyon condensation’ [68]. But it only

makes sense to condense particles with bosonic self-statistics: condensation means

essentially that the many-particle wavefunction is a constant, which manifestly has

bosonic statistics. Therefore, a subgroup of a 1-form symmetry generated by line

operators with nontrivial statistics cannot be gauged. We conclude that, in 2+1 di-

mensions, the ’t Hooft anomaly of a 1-form symmetry is encoded in the self-statistics

of the line operators, i.e. of the anyons. Thus, the algebra (3.19) is an example of a

1-form symmetry with an ’t Hooft anomaly. Notice that from this point of view, non-

trivial mutual statistics of a pair of anyon types a and b is a mixed ’t Hooft anomaly:

it does not stop us from gauging (i.e. condensing) a, but we cannot condense both

simultaneously, since in the presence of the a condensate, b is confined. The algebra

for discrete gauge theory (3.16) can also be regarded an example of an anomaly for

higher-form symmetry because the charged operators Vn are also topological; so this is

a 1-form symmetry and a (D − 2)-form symmetry with a mixed anomaly.

3.13 Subsystem symmetries and fracton phases

Above we have discussed p-form symmetries, described by symmetry operators acting

on codimension-(p + 1) submanifolds of spacetime. These operators were flexible, in

the sense that their correlations only depend on their deformation class in spacetime

(avoiding any charged operator insertions).

A distinct generalization of the notion of symmetry arises by defining symmetry

operators acting independently on rigid subspaces of the space on which the system
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hello

Properties of

symmetry opera-

tor

Ordinary

symmetry

Higher-form

symmetry

Subsystem

symmetry

Non-

invertible

symmetry

hello

Codimension in

spacetime
1 > 1 > 1 ≥ 1

hello

How topological

is it?
fully fully not completely fully

Fusion rule

hello

group

g1 · g2 = g3

hello

group

g1 · g2 = g3

hello

group

g1 · g2 = g3

hello

category

D · D† 6= 1

Table 1: This table (from Shu-Heng Shao) gives a nice overview of further possible

generalizations of the notion of symmetry.

is defined. That is, we can imagine that there is a different symmetry operator for

each subspace, even in the same homology class, so that the symmetry operators are

not topological, but still commute with the Hamiltonian. This is sometimes called a

“faithful” symmetry [69] or subsystem symmetry. This generalization is not compatible

with Lorentz invariance, since the operators are still topological in time.

An object charged under such a subsystem symmetry cannot leave the locus on

which the symmetry is defined. This sort of restricted mobility of excitations is a

defining property of fracton phases [5, 6]. A fracton phase with topological order can

be identified as one that spontaneously breaks such a “faithful” higher-form symmetry

[69, 70, 71]. Foliated fracton phases [72] like the X-cube model [73] spontaneously

break a ‘foliated 1-form symmetry’ acting independently on each plane of a lattice [69].
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ν =
1
k

ν =
1
k

ν =
1
k

z ν = 1
k

A trivial example of a fracton phase can be made by

stacking 2+1d topological states. For example, let’s

stack a bunch of copies of abelian quantum Hall states

each extended in the xy plane, but separated in the z

direction at locations z = Ia, I = 1..L. Each layer is

described at low energies by abelian CS theory and the

whole thing has the action

S[aI ] =
∑
I

∫
x,y

k

4π
aIdaI . (3.43)

The anyons in each layer are fractons in the sense that they cannot escape their

layer (they are specific kind of fracton called ‘planeons’). Notice that with pe-

riodic boundary conditions, the GSD goes like kL: the log GSD is linear in the

system size. This is characteristic of 3+1D fracton phases.

We can make a more interesting class of fracton models simply by coupling the

layers to each other. That is, consider instead the following action [74]:

S[aI ] =
∑
IJ

KIJ

4π

∫
x,y

aIdaJ . (3.44)

If K is a quasi-diagonal integer matrix, this can arise as an effective description

of coupled layers of quantum Hall states, and sometimes is gapped. Now the log

GSD as a function of L is more interesting, but still has a linear envelope. The

excitations still move in planes, but they can have interesting braiding statistics

(encoded in inverse of the matrix K) that approach irrational numbers as L→∞
and are not ultralocal in I − J . Actually this construction may even have a

realization in experiments on quantum Hall layers [75].

Fracton phases are interesting for many reasons. One is that gapped fracton phases

are a huge class of counterexamples to the lore that the low energy physics of gapped

phases is always described by TQFT. These phases can arise from ordinary-looking

lattice models, like the layered quantum Hall system described above, or the X-cube

model, but even the GSD depends on the geometry of the lattice and therefore they are

definitely not described by ordinary TQFT in any regime. A second reason is the bad

news I mentioned in §3.8 about the lack of robustness of known topological order in

3+1d to finite temperature. One of the routes [76] to the discovery of fractons was the

quest for finite-temperature passive quantum memory. (They have not quite provided

such a thing as of yet.) A third reason is that they problematize our notions of what

is a phase of matter. A phase of matter is a sharp notion in the thermodynamic limit,
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L → ∞. In fracton phases, the GSD depends on L and so makes it difficult even

to define such a limit. A good idea for how to get around this is to strengthen the

equivalence relation defining a phase to allow the addition not only of decoupled qubits,

but also decoupled 2d layers [77].

A closely-related concept to subsystem symmetries is that of multipole symmetries

(e.g. [78, 79, 80, 81, 82, 83]). A multipole symmetry is one where the continuity

equation involves extra derivatives, like ∂0J
0 + ∂i∂jJ

ij = 0 (a dipole symmetry). Such

a conservation law produces conserved charges that need not be integrated over all of

space, and act independently of each other. (For example [80], consider the continuity

equation ∂0J
0 + ∂x∂yJ = 0 in D = 2 + 1; then Qx(x) =

∫
dyJ0(x, y) is conserved

for each x.) The simplest example is that conservation of dipole moment implies that

charges are immobile [78].

Models with such symmetries have been studied for a long time in the condensed

matter literature [84]. Efforts to understand how the rules of ordinary field theory must

be relaxed to accommodate such systems and their symmetries have been vigorous (see

e.g. [85, 72, 86, 87, 88, 80, 81, 82, 89] and references therein and thereto). Attempts have

been made to classify subsystem-symmetry-protected topological phases [90] and their

anomalies [91], and to understand subsystem-symmetry-enriched topological order [92].

A subsystem-symmetry-based understanding of Haah’s code [76], the most interesting

gapped fracton model, appears in [93].

An important issue is the robustness of such phases, especially in the gapless case,

upon breaking the large symmetry group. At least in examples, the scaling dimensions

of operators charged under the subsystem symmetry is large, and in fact diverges in the

continuum limit [84, 88, 80, 81, 82] (see in particular Eq. (121) of the first reference).

This shows that there is at least a small open set in the space of subsystem-symmetry-

breaking couplings in which such phases persist.

Fractal symmetry. The subsystem on which a symmetry acts can be more in-

teresting than just a line or a plane. For example, it can be a fractal [94, 95]. The

Newman-Moore model [96] is a simple example of a model with a symmetry operator

supported on a fractal subset of space. Put qubits on the sites i of the triangular lattice

and consider

H =
∑
ijk∈∆

ZiZjZk + g
∑
i

Xi, (3.45)

where the sum is only over up-pointing triangles. To see that this has a fractal sym-

metry, pick a spin to flip, say the circled spin in Fig. 5. Moving outward from that

starting point and demanding that each up-triangle contains an even number of flipped

spins, there are many possible self-similar subsets of the lattice we can choose to flip.

In fact, there is an extensive number.
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This transverse-field Newman-Moore model (3.45) has a number of interesting

properties. It has a self-duality mapping g → 1/g, obtained by defining dual spins

X̃∆ ≡
∏

i∈∆ ZiZjZk on a new lattice with sites corresponding to the up-pointing tri-

angles. A phase transition at g = 1 separates a gapped paramagnetic phase from a

gapless phase in which the fractal Z2 symmetry is spontaneously broken. There is

some controversy about the nature of the critical point in the literature: though [97]

sees evidence of interesting critical behavior, earlier work [94, 98] found indications of a

first-order transition, which seems to be confirmed in more recent simulations [99, 100].

Perhaps some deformation of this lattice model does have a critical point. Such critical

points were claimed [97] to be ‘beyond renormalization’; rather, what is broken is the

connection between short distances and high energies [89]. Other models with such

fractal symmetry have been studied in [101].

Figure 5: An example of the support of a fractal symmetry operator in the Newman-

Moore model. If we flip only the red spins, it preserves the Hamiltonian (3.45). That is,

every up-triangle has an even number of red dots. There are many ways to accomplish

this.

3.14 Non-invertible symmetries

The preceding discussion suggests a further generalization, which we will need in order

to describe non-abelian topological order as SSB: if the worldlines of abelian anyons

are generalized symmetry operators, what about the worldlines of non-abelian anyons?

This is a dramatic step because the algebra of topological operators Ta that transport

non-abelian anyons is no longer a group. Rather, they satisfy the fusion algebra:

TaTb =
∑
c

N c
abTc. (3.46)
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By definition, a topological order is non-abelian if there is more than one term on the

RHS of this equation for some choice of a, b. Whereas multiplication of two elements

of a group always produces a unique third element, here we produce a superposition

of elements, weighted by fusion multiplicities N c
ab. Further, there is some tension

between the fusion algebra (3.46) and unitarity of the operators Tc. The trivial anyon

corresponds to the identity operator, T1 = 1. Each type of anyon a has an antiparticle

ā. Since Tā corresponds to transporting a in the opposite direction, we expect that

Tā = T †a , and therefore (3.46) says in particular

TaT
†
a =

∑
c

N c
aāTc. (3.47)

If the RHS here has a term other than N1
aā, then Ta is not unitary. As an example,

consider the Ising topological order, with three anyon types {1, ψ, σ} and the fusion

rules

TσTσ = 1 + Tψ, TσTψ = TψTσ = Tσ, TψTψ = T1. (3.48)

Note that σ is its own antiparticle. (3.48) implies that the topological line opera-

tor Tσ cannot be unitary, and moreover does not have an inverse. Such symmetries

are called non-invertible symmetries (or sometimes categorical symmetries or fusion

category symmetries).

More generally, any algebra of topological operators acting on a physical system

can be regarded as encoding some kind of generalized symmetry.

At the moment, condensed matter applications of the idea of fusion category sym-

metries remain in the realm of relatively formal developments, as opposed to active

phenomenology of real materials. But one application is to understand non-abelian

topological order as spontaneous symmetry breaking14. A concrete example of a (2+1)d

model with non-invertible symmetries is Gk Chern-Simons (CS) theory, with non-

Abelian gauge group G at level k > 1. The non-invertible symmetry operators are the

Wegner-Wilson lines. The specific example of SU(2)2 CS theory can describe the Ising

topological order, and is possibly realized as part of the effective low-energy description

of ν = 5
2

quantum Hall states.

More generally, any topological field theory for non-Abelian topological order enjoys

such a non-invertible symmetry. A nice example of the application of this perspective

on anyon worldlines as symmetry operators is [104] which provides a condition on the

anyon data required for a general 2+1D topological order to admit a gapped boundary

condition, beyond vanishing chiral central charge.

14A related perspective appears via the ‘pulling-though’ operators in the tensor network description

of topological orders reviewed in [102]. For a study of categorical symmetries realized as matrix

product operators, see [103].

49



a)

βα

γ

b)

γα

δ

β

µ
=
∑
ν

(
Fαβγ
δ

)
µν

γα

δ

β

ν

Figure 6: a) Fusion of symmetry operators: this junction is allowed if Nγ
αβ 6= 0. b)

Associativity data of fusion of symmetry operators (in the simpler case where the fusion

coefficients Nγ
αβ are only 0 or 1).

Part of the reason for the nomenclature ‘categorical symmetry’ is that such a col-

lection of symmetry operators comes with some additional data. Besides putting two

symmetry operators right on top of each other, we can also consider symmetry opera-

tors associated with branched manifolds, as in Fig. 6a. Once we allow such objects, we

must also consider more complicated objects related to the associativity of the product,

as in Fig. 6b, which relates the two ways of resolving a 4-valent junction of topological

operators into two 3-valent junctions. This associativity information (creatively called

F -symbols) is part of the specification of the categorical symmetry, and must satisfy

the pentagon identities (see e.g. Fig. 1 of [105]). In the case of 1-form symmetry in

(2+1)-D, there is further information associated with braiding.

3.15 How general is the Generalized Landau Paradigm?

Above we have captured some previously beyond-Landau phases in terms of how they

represent their symmetries. Some frontiers worth mentioning are:

• Landau’s own Fermi liquid is a gapless phase, that is in some sense protected by

the size of the Fermi surface. Recent work [106] describes a large emergent sym-

metry of a certain class of states generalizing the Fermi liquid, and its anomalies.

Perhaps this is a good starting point.

• I said that SPTs are distinguished by the anomaly of the edge theory. What about

invertible phases which don’t have topological order, but don’t need symmetry to

distinguish them from the trivial phase. An example is the integer quantum Hall

state, which above I described as merely an SPT for particle number symmetry.

Such states do have an anomaly, but it is an anomaly involving the coupling to

spacetime curvature and I don’t know how to think about this as involving a

symmetry (diffeomorphisms are a redundancy, not a symmetry).
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• Crystalline solids are distinguished from liquid and gas by the fact that they

spontaneously break translation symmetry down to the symmetry of the lattice.

What about amorphous solids?15 Well, one thing that distinguishes them from

fluids is that the particles are frozen in place, rather than mobile. This means

that the Edwards-Anderson order parameter will be nonzero. This is obtained

by measuring the density excess ρ(x, 0) − ρ0 and the density at the same point

in space later ρ(x, t) − ρ0 and averaging over space and/or configurations. It is

zero in a fluid. It is a sign of a breakdown of ergodicity – that there is more

than one equilibrium state. How do we think of this as symmetry breaking? One

way to detect it is to consider n copies of the system. There is a Sn symmetry

that permutes the copies, called replica symmetry. If ergodicity is broken, the

different copies can go into different equilibria and spontaneously break the replica

symmetry.

15Thanks to DaChuan Lu and Roman Geiko for raising this question.
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4 Generalized symmetries from Entanglement Boot-

strap

Now I will make a dramatic change of perspective, and try to give a very different

point of view on symmetries of quantum many body systems. This point of view

comes from a program called Entanglement Bootstrap. The underlying Principle of

Entanglement Bootstrap is:

All of the universal information about a state of matter is encoded in the local

reduced density matrix of a representative wavefunction.

By local reduced density matrix, I mean the reduced density matrix of a large-

enough ball. There is quite a bit of evidence for this principle.

• A zeroth order question that the groundstate can answer is whether it is gapped or

not. We can answer this by computing equal-time correlators of local operators

at large separation. In a gapped state, these will all decay exponentially at a

rate that we call the correlation length. Even better is to compute the mutual

information of well-separated regions, since this bounds the correlations of any

operators supported in those regions (see (4.3) below). Its decay rate therefore

gives a basis-independent notion of correlation length.

This claim that the correlations in any gapped state decay with distance is some-

thing that mathematical physicists would like to prove but there is an enormous

amount of evidence for it.

• In 1+1d CFT, the entanglement entropy (EE) of a single interval extracts the

central charge [107, 108]: S(`) = c
6

log `
a
. Similarly, in higher dimensions, the EE

of a round ball extracts the corresponding universal entanglement monotone F

or a [109].

• In liquid topological order, the entanglement entropy of any region with disk

topology is S(A) = |∂A|
a
−γ where [110, 111] γ = log

√∑
a d

2
a, the log of the total

quantum dimension16.

• For any three bulk regions,

J(A,B,C) ≡ i 〈ψ| [KAB, KBC ] |ψ〉 (4.1)

16A refinement of this statement is here: [112]
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is the modular commutator [113, 114, 115]. Notice that this quantity probes the

operator structure of the reduced density matrix, in contrast with the EE or even

the spectrum of the entanglement Hamiltonian.

For three regions in 2+1d that meet in a triple junction (as

at right) and do not touch the boundary, J(A,B,C) = πc−
3

where c− = cL − cR is the chiral central charge.

Some evidence for this relation is: Bulk A1 implies that it is insensitive to defor-

mations of the regions. It is odd under parity in that J(A,B,C) = −J(A,C,B).

Finally, it is additive under stacking:

J(A,B,C)|ψ1〉⊗|ψ2〉 = J(A,B,C)|ψ1〉 + J(A,B,C)|ψ2〉. (4.2)

If there is a U(1) symmetry, there is a similar formula that replaces one of the

Ks with the current, which extracts the Hall conductivity [116].

[End of Lecture 3]

One excuse for talking about this subject here is that included amongst “all of the

universal information” is all the symmetries of the state of matter. My goal for the

discussion below is to learn to extract generalized symmetry operators from this rather

austere starting point, in the case of liquid topological states, and to extract generators

of the conformal symmetry in cases where they should be present.

A consequence of the above Principle is that there should be local conditions on

a wavefunction that tell us which category of state it represents: Is it topologically

ordered? Is it a CFT groundstate? Is it a fracton state?

In the case of liquid topological states (‘liquid’ here means ‘not fracton’), the right

conditions were described by Bowen Shi, Kohtaro Kato, and Isaac Kim in [117]. They

are two simple conditions on the entanglement entropies of partitions of a ball. From

a state satisfying these conditions, much of the structure of topological quantum field

theory can be (rigorously!) extracted. This is a long story, but I want to tell some

of it in order to explain how this perspective can be used to construct the generalized

symmetry operators that are spontaneously broken by the reference state. Also, there

have been a number of lectures about TQFT and its application as a framework for

thinking about topological states of matter. TQFT is great, but it has two serious

shortcomings (besides its general mathematical forbiddingness): First, it is an empty

shell waiting to be filled with data from somewhere else. Second, the whole wonderful

structure relies on a set of assumptions chosen by mathematicians. Are they the right

assumptions? Can they be proven to apply in some physical circumstances? The
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Entanglement Bootstrap offers a route to address both of these holes: starting from a

single wavefunction, we can extract the TQFT data. And more importantly, we can

understand whether TQFT is indeed the correct framework. I emphasize this second

point especially in D > 2 + 1 where the correct framework of extended TQFT is

much less clear. Meng Cheng mentioned various rigorous classification theorems about

3+1d TQFT, and these are indeed rigorous theorems that prove a conclusion from a

particular set of assumptions. Entanglement Bootstrap is a framework from which we

can test those assumptions, and it gives a very different point of view on the subject.

Then in the final section, I will apply this perspective to CFT groundstates and

2+1d gapped states with gapless boundary. In that case, we will see conformal sym-

metry emerge from a single wavefunction.

4.1 Basics of Entanglement Bootstrap for liquid topological

states

Suppose we are given a density matrix σ on the Hilbert space of a

big ball B. The Hilbert space is a tensor product over sites of a

lattice. Let’s ask how can we guarantee that our density matrix σ

on a ball comes from a liquid topologically-ordered groundstate?

At least we should somehow impose that it satisfies an area law

for the EE.

B

The following two simple conditions [117] on the von Neumann entropies of a de-

composition of a smaller ball inside B are sufficient:

A0: 0 = ∆(B,C) ≡ (SBC + SC − SB)σ

A1: 0 = ∆(B,C,D) ≡ (SBC + SCD − SB − SD)σ

Note that ∆(B,C) = ∆(B,C, ∅). The area law bits cancel in both of these combi-

nations. We’d like these conditions to be true on any disk of radius a few lattice sites.

Why? [Foundational references: [Shi-Kato-Kim 1906.09376, Shi 1911.01470, Shi-Kim 2008.11793] ]

A0 implies an area law for round balls. C

B

SC = SB − SBC ≤ SB.

A0 =⇒ 0 = I(A : C)σ ≡ SA + SC − SAC . A = any region outside BC. (The

proof is simple: purify the state and let Ã be the complement of the ball BC; then

0 = ∆(B,C) = I(Ã : C) ≥ I(A : C). The first step uses the fact that SA = SĀ in a
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pure state, and the inequality is an avatar of strong subadditivity (SSA).) The mutual

information between A and C bounds above connected correlation functions between

any operators supported in A and C:

I(A : C)ρ ≥
1

2

〈OAOC〉2ρ,c
||OA ||2||OC ||2

(4.3)

where 〈AB〉c ≡ 〈AB〉 − 〈A〉 〈B〉, and ||O ||2 is the square of the operator norm, the

largest eigenvalue of O†O. This builds in the idea that in a gapped groundstate,

correlations should be short-ranged.

A1 =⇒ 0 = I(A : C|B)σ ≡ SAB+SBC−SB−SABC , that is, the state is a quantum

Markov chain. ‘B’ is for buffer: this statement holds for any A and C separated by

B: A B C This leads to lots of useful tools. Note that assumption A1 is better

than directly assuming that the state is a quantum Markov chain because it is a local

condition.

The axioms are implied by the strict area law SA = |∂A|/a − b0(∂A)γ with γ

independent of the shape of A, and b0(∂A) the number of components of the boundary

of A.

RG picture. The axioms are sufficient but not necessary conditions for the state

to represent a liquid TO phase. They are exactly true at zero-correlation-length fixed

points of the RG, such as the groundstates of commuting projector Hamiltonians

like the toric code. In fact, for chiral states, those with c− 6= 0, the axioms can-

not hold exactly with finite-dimensional local Hilbert space. However, we expect that

approximately-true axioms are enough because of the renormalization group. That is,

given a state with some small violation of the axioms on small disks, the violation for

larger disks will be even smaller. [118] makes a fascinating conjecture for a threshold in

the size of the violation of A1 below which the axioms are expected to heal themselves

as we scale up.

In fact these axioms are self-reproducing, in the sense that if they hold on small

disks, they hold for any (large-enough) region of the given topology.

Here’s the idea: The idea is to show that adding little bits to the regions in the

axioms does not change ∆. This works because of strong subadditivity (SSA) of

the von Neumann entropy, which comes in many forms. The crucial one here is

∆(B,C,D) ≥ ∆(BB′, C,DD′). (4.4)

(Taking DD′ to be empty this also implies ∆(B,C) ≥ ∆(BB′, C).) But

∆(B,C)ρ ≥ 0 for any state (this is called subadditivity) and ∆(B,C,D)ρ ≥ 0 for

any state (this is called weak monotonicity, which is equivalent to SSA). So this
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shows that the axioms continue to hold if we enlarge B or D leaving C fixed. To

show that we can also deform C keeping B and D fixed uses a similar strategy

involving these figures:

For example, in the leftmost figure,

∆(B \ c, Cc) SBC=SB−SC= ∆(B \ c, c, C)
SSA

≤ ∆(b, c, d)
A1
= 0. (4.5)

Information convex set. The information convex set is a machine

that associates to any subset of the ball a convex set of density ma-

trices Σ(X): those density matrices that are locally indistinguishable

from the reference state σ in (a slight thickening of) X.

This is an interesting thing because it allows for the possibility of

topological excitations outside X:

The axioms imply that Σ(X) is a topological invariant:

• It is unchanged by smooth deformations of X (‘Isomorphism Theorem’)

Σ



 ∼= Σ




where ∼= is not only equivalence as convex sets, but preserves entropy differences

and fidelity.

• It should be insensitive to small changes of the reference state within the phase
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(by the argument of [110]):

Σσ


 ∼= Σσ′




The structure of Σ(X) for various X extracts universal data. If the local Hilbert

space is finite dimensional, the Σ(X) is for sure a finite-dimensional compact convex

set. Such a set is characterized by its extreme points. They come in two varieties:

either the extreme points are isolated, like in a simplex, or they come in families like

in the Bloch ball, whose extreme points are the Bloch sphere of pure states:

or

A basic result is that Σ(ball) = {σball}. The idea is

to apply A1 to extend the state on the given ball to

the whole reference state.

Let me mention some key results in 2d: Σ( ) is a simplex: Its

extreme points are isolated and orthogonal trρaρb ∝ δab. Its extreme points ρa can be

associated with anyon types, because of this picture:

An important property of an anyon is its quantum dimension da. N of them together

has a Hilbert space HN with dimension that approaches dNa for large N . An anyon is

called abelian if da = 1 so HN is just one dimensional for all N . One way to extract

the quantum dimension from Σ(X):

d2
a = eS(ρa)−S(ρ1) (4.6)
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, where ρ1 is associated with the trivial excitation – the reduced density matrix of the

reference state.

Σ( ) produces fusion spaces of dimension N c
ab. A theorem of [117] shows that

the expression (4.6) above of da agrees with the positive solution of dadb = N c
abdc, which

implements the definition above.

Entanglement Bootstrap in 3d (and higher).

Essentially the same axioms work in any dimension

[119]. By work I mean that all the basic results gen-

eralize: The axioms are self-reproducing, Σ(X) is

still invariant to deformations of X or of the ground-

state.

What generalizes the annulus for classifying topological excitations in 3d?

Particle excitations are detected by Σ(sphere shell).

(Pure) loop excitations are detected by Σ(solid torus).

General loop excitations are detected by Σ(torus shell).

=

=

There are new possibilities beyond these!

Σ(genus-2 solid) detects graph excitations (also a

simplex).

Correlated particle-loop excitations (‘shrinkable loops’)

are detected by Σ(torus minus ball)

Excitations along knots and links are detected by

Σ(knot or link complement).

Classical and Quantum Information in Σ(Ω). To organize this rich set of data,

we can divide it into two classes. There are two kinds of data in Σ(Ω) for general Ω:

classical and quantum. the difference between them is that classical information can
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be copied.

Which kind of information is carried by Ω is determined by a simple

topological property. A region Ω is said to be sectorizable if it contains

two disjoint subsets, each of which can be extended to the whole thing,

as in the example at right. It is a bit like the animals (such as planaria)

that you can cut in half and each half grows back to the whole animal

(figure from here). In both cases, it means all the information about

the system is contained in each copy.

For a sectorizable region Ω, Σ(Ω) is a simplex (extreme points are isolated and

orthogonal trρaρb ∝ δab).

The general idea is visible in the definition of sectorizable:

if we can cut Ω into two parts each of which deforms to the

whole Ω, then a copy of the information in the state is con-

tained in both parts. Here is a formalization of this idea:

Proof sketch: X is sectorizable implies X = LMR where

X,L,R can be deformed into each other. The Isomorphism

Theorem says Σ(X) = Σ(L) = Σ(R) and F (ρ, σ) = FL =

FR = FLMR, for all ρ, σ ∈ Σ(X). FLMR ≤ FLR by mono-

tonicity of fidelity.

For ρ, σ extreme points, FLR = FLFR. This step is nontrivial

and is proved in [117].

Therefore F ≤ F 2. But F ∈ [0, 1] so F = 0 or 1.

For example, the thickened boundary ∂Ω of any region Ω is sectorizable. This fact

plays a crucial role in the following Structure theorem:

Σ(Ω) =
⊕
A

ΣA (Ω) (4.7)

where by ‘⊕’ of convex sets I mean convex hull
⊕

A ΣA ≡ {
∑

A pAρA, ρA ∈ ΣA}
(1) A labels extreme points of Σ(∂Ω), which is a simplex. ΣA(Ω)

the subset of Σ(Ω) where ρ ∈ ΣA if trΩ\∂Ωρ = ρA, an extreme

point of Σ(∂Ω) (some sectors could be empty).

(2) ΣA (Ω) = S(VA(Ω)) space of density matrices on a Hilbert space VA(Ω). Therefore

dimVA ∈ Z≥0 is an invariant (of Ω and of the topological order).
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The key point behind this theorem is the form of a quan-

tum Markov chain. Let ABC be a decomposition of a

region where A is a thickened boundary and AB is an

even thicker boundary, as in the figure at right. Then

first we can label states by their sector on the thickened

boundary; the subset with label I is called ΣI(Ω).

Now any state in ΣI(Ω) has the form (see Appendix D of [120]):

ρI = ρIABL ⊗ ρij|Ii〉〈Ij|BRC (4.8)

where HB = HBL ⊕ HBR ⊕ · · · . Here |Ii〉BRC is a basis of states on VI(Ω) = HBRC ,

which we regard as the Hilbert space of a ‘fuzzy region’ contained in BC but containing

C. It is not really associated with a definite region. These states |Ii〉 can be regarded

as ‘low-energy states’.

Merging. In general the quantum marginal problem is Hard. But for quantum

Markov chains it has a unique solution. Moreover, it plays nicely with the information

convex set [117]: For ABC ⊂ B, states in Σ(AB) and Σ(BC) that agree on B can be

merged to a unique state in Σ(ABC), which is a quantum Markov chain, I(A : C|B) =

0. The output of the (Petz) reconstruction map is the max entropy state ρ? ∈ Σ(ABC)

consistent with the marginals (since SSA implies SABC ≤ SAB + SBC − SB, but the

merged state saturates SSA). The merging process preserves S(ρ)− S(ρ1).

Associativity Theorem: if AB = ΩL and BC = ΩR are merged along a whole

boundary component B, the fusion dimensions are related by:

dimVaR
aL

(Ω) =
∑
i∈CB

dimVi
aL

(ΩL) · dimVaR
i (ΩR),

For example, for particle excitations

in 2d, Nd
abc =

∑
e∈Cpoint

Nd
aeN

e
bc =∑

f∈Cpoint
N f
abN

d
fc. This is exactly the asso-

ciativity condition discussed from the ax-

iomatic TQFT point of view by Meng.

More holes don’t give new information.

(Note that it is somewhat of an open question to find a nice way to extract the

associator, i.e. the F -symbols, purely within this approach. The best we know how to

do at the moment is following the discussion in [121].)

These ideas were also pushed through in the case of gapped boundaries and gapped

interfaces in [120].
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4.2 Algebras of flexible operators

[This section is based on work with Bowen Shi and Jin-Long Huang that we are trying

to write up.] Given a reference state, we can define a notion of equivalence of (bounded)

operators on X:

A
Ω≈ A′ if AρΩ = A′ρΩ ∀ ρΩ ∈ Σ(Ω) (4.9)

(and a similar condition on A†). The intuition is that A ≈ A′ means that they act the

same way on the low-energy states defined above.

The algebra of flexible operators on Ω is [122]:

K(Ω) = {operators on Ω such that ?} (4.10)

?: For any subregion ζ ⊂ Ω obtained by removing interior balls and deformation

retraction, ∃ an operator Aζ such that Aζ ⊗ 1Ω\ζ ≈ A.

Prop: this is an algebra, i.e. W1 ∈ K(Ω),W2 ∈ K(Ω) =⇒ W1W2 ∈ K(Ω), and the

product respects the equivalence relation ≈.

In fact it’s quite a simple algebra, a multi-matrix algebra. For example, if Ω is

sectorizable, a basis of K(Ω) is labelled by extreme points of Σ(Ω). More explicitly and

more generally, recall that for each sector of the thickened boundary ΣI(Ω) = S(V)I(Ω)

is the state space of a certain Hilbert space.

So if we pick an orthonormal basis

VI(Ω) = span{|I, j〉} (4.11)

we can construct a subspace KI(Ω) ⊂ K(Ω) of operators of the form

QI
ij = |I, i〉〈I, j| . (4.12)

These operators are in K(Ω) because the states |I, j〉 are locally indistinguishable,

meaning indistinguishable on interior balls; because of this, their support may be de-

formed freely: if {Ai} are collection of balls in ζ, the support of the state, then

|I, j〉ζ =
(
⊗ki=1 |1Ai〉

)
⊗ |I, j〉ζ̃ , (4.13)

where |1Ai〉 is the same for all the states.

These operators generate all of K(Ω). The idea is that any flexible operator on Ω

has a representative that acts only on the interior of Ω. The flexible property says it

acts directly on the fuzzy pure states:

OρΩ =
∑
I

pI
∑
ijk

ρIijOik|Ik〉〈Ij|CBR ⊗ ρIABL . (4.14)
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which is just the action of the operators QI
ij.

Note that these operators need not be invertible and need

not be supported on manifolds.

4.3 Pairing manifold and S-matrix

To see what we can do with these operators, let me introduce a bit more technology.

In trying to use a single density matrix on a ball to extract all the universal data of a

topological state, you might be worried about the following thing. A topological field

theory is a machine that eats nontrivial manifolds and spits out invariants. But here

we seem to have only the one, very trivial, manifold, namely the ball. Here is a way

around this [123], which can be called the Kirby torus trick.

We can make a reference state on a closed manifold by the following two-step

procedure.

Step 1: immersions. The first step is to realize that we can

define the information convex set not just for regions embedded in

B, but also for regions immersed in B. The key point is that in the

definition of the information convex set, we just need to compare

a given density matrix on small balls to the reference state on

small balls. This means we can re-use parts of the reference state

for making such comparisons.

W

Kirby torus trick: given an immersion i :Wd # Bd, we can pull back structure from

B to W :

given a function f on B, f?(w) ≡ f(i(w)). Kirby (1969) [124] pulls back smooth/PL

structure. Hastings [125] pulls back the Hamiltonian for an invertible phase or a QCA

[126]. We pull back the reference state σ on balls.

Generalized isomorphism theorem: axioms imply regions related by regular ho-

motopy have isomorphic information convex sets. This means that we can deform

through immersions. For example, it means that the information convex set of any

thickened knot is the same as that of the unknot. (However Σ of a knot complement

depends on the knot.)

For a general immersion, it is not obvious that Σ(W) is non-empty or that Σ(W)

contains a vacuum state.
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Step 2: heal the punctures. Here are some pictures of a torus minus a ball.

W W
W

The first one is immersed in the plane.

Every closed manifold with wn(TM) = 0 can be made this way [127].

Given a state on an immersed manifold minus a ball, if the boundary is in an abelian

sector (d(∂W) = 1), we can heal the holes in W to make a reference state on a closed

manifold (‘vacuum completion’). The idea is simply to purify the state by adding some

extra degrees of freedom. Then identify these extra degrees of freedom with a point, a

potential puncture in the closed manifold. We can show that if d(∂W) = 1 the axioms

are satisfied in the neighborhood of this point.

With some assumptions, we can guarantee a vacuum sector 1̂ on ∂W . For example:

Here was my attempt to depict this on the blackboard:
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Application: Regular homotopy on Sn is more powerful than on Bn.

Pairing manifolds.

Definition (rough sketch): A pairing manifoldM is a closed

manifold M = XX̄ = Y Ȳ such that all intersections of

X, X̄, Y, Ȳ are balls, and are transverse (plus a few other

conditions on the state).

The idea is that the information of the state on X is invisible

to Y : a min entropy state of X is a max entropy state of Y . X

Y

The full definition seems quite restrictive, but there are many examples! The sim-

plest example is the torus M = T 2 depicted above, where X and Y are both annuli.

A key point is that we can make two bases of V(M), one from states on X, and one

from states on Y . The unitary matrix that takes one basis to the other is the pairing

matrix. In the case of M = T 2, this is the familiar S-matrix describing braiding of

anyons. Here we are using the construction of [128, 129] that relates the S-matrix to

the overlaps of minimally-entangled states.

One outcome of this construction is therefore a proof of remote detectability of

topological excitations. This is an axiom of the TQFT approach described by Meng

Cheng in his lectures. Given a representative state satisfying the axioms A0 and A1 it

is a theorem: the pairing matrix is unitary, and it encodes the braiding of each class

of topological excitations with its partner class of excitations.

Another outcome is an independent proof that in 3+1d TO the number of particle

types is the same as the number of pure flux types. (Meng talked about this same

conclusion in terms of line and surface operators.) This follows because they each give

a basis of the fusion space of the pairing manifold S2 × S1.

A natural question at this point is: given X (a region whose information convex set

encodes a certain set of topological excitations), what is Y , with which forms a pairing

manifold? The answer is the following. The excitations detected by X are created by

a certain class of extended operators, at the boundary of their support. Take two such

operators with the same boundary, so that the union of their support ζ is closed. That

locus ζ is a deformation retraction of Y . Here are some examples:
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4.4 Verlinde-like formulae

If X participates in a pairing manifold, there is a second basis of the flexible operator

algebra. There are flexible operators Wα
Y on Y such that |αX〉 = Wα

Y |1X〉 for Wα
Y ∈

K(Y ). In fact they are constructed from the pairing matrix: Wα
Y =

∑
a S

α
aijQaij,

where Qaij = |ai〉〈aj| are the generators of Ka(Y ). (I’ve written this formula for the

case where Y is not sectorizable, but X is; if Y is sectorizable you can ignore the ij

indices.) These operators also generate K(Y ). We can write their algebra in terms of

structure constants F :

WαW β ≈
∑
γ

Fαβ
γ W γ. (4.15)

By studying 〈αX | (W β
Y )† |aijY 〉 in two different ways, we can show:

Fαβ?
γ =

∑
a

trSαaSβaS
?
γa

S1,a11

. (4.16)

A precedent for this kind of Verlinde formula with extra indices was written down in

[130] for the case of gapped boundary excitations.

If Y has fusion multiplicity, K(Y ) is not abelian: Fαβ
γ 6= F βα

γ .

Similarly, there are flexible operators on X such that |aijY 〉 = W aij
X |1Y 〉. (The

notation assumes X is sectorizable but Y is not.) This leads to a second Verlinde

formula

F
aijbi′j′?
ci′′j′′ =

∑
α

SαaijSαbi′j′S
?
αci′′j′′

Sα,1
. (4.17)

In some cases (in particular when α, β, γ label particle excitations, we can show

Fαβ
γ = Nαβ

γ = dimVαβ
γ (Ω) ∈ Z for some fusion region Ω. When they label loops, it

may not be true.

See also recent work from a very mathy TQFT perspective by Johnson-Freyd, who

also discovers some generalized Verlinde formulae.
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5 Emergence of conformal symmetry from Entan-

glement Bootstrap

5.1 Entanglement Bootstrap for 1+1d CFT

What is the local condition on a 1d wavefunction for it to be the groundstate of a CFT?

We can answer this question [131] using our knowledge of the entanglement structure

of 1+1d CFT groundstates.

The behavior of the entanglement entropy of intervals, S(`) = c
6

log `
a

[107, 108], is

not quite enough. But we know more than just the entropy. For the groundstate of

CFT we actually know [132] the form of the entanglement Hamiltonian KA, ρA ∝ e−KA

for a single interval17:

K[x1,x2] = 2π

∫ x2

x1

dxβ[x1,x2](x)h(x)+S[x1,x2]1, β[x1,x2](x) =
(x− x1)(x2 − x)

x2 − x1

Θ(x ∈ [x1, x2])

(5.1)

where h is the hamiltonian density of the CFT, and Θ(x) is 1 if x is true and zero

otherwise.

17At this school I’ve been experiencing a bit of culture shock from all the people worrying about

the lack of factorization of the Hilbert space in QFT. I don’t at all dispute the value and promise of

algebraic approaches to QFT, but in my experience this is a fake problem. When QFT arises as the

low-energy limit of a quantum lattice model, the factorization of the lattice Hilbert space provides an

excellent definition. Moreover, formulae derived in the continuum like the ones I am using here are

very well verified by even fairly small lattice systems.

In any case, if you choose not to believe in the reduced density matrix in QFT, you can think

of what I am about to tell you in the same (horrifying to me as a vegetarian) way that Gell-Mann

described his use of QFT in the 1960s [133], which I think is quoted in the book by Coleman named

after this TASI school (this seems to have been a false memory; I think I learned about this quote

from David Gross’ Nobel lecture): We may compare this process to a method sometimes employed in

French cuisine: a piece of pheasant meat is cooked between two slices of veal, which are then discarded.

We all know how this one turned out.

By the way, there are two other prominent places where the non-factorization of the Hilbert space

arises. One is in gauge theory, where the physical Hilbert space satisfies a gauss Law constraint

and therefore is not a tensor product. I also think this is a fake problem because of the possibility

described earlier of emerging gauge theory from a tensor product Hilbert space by imposing the Gauss

law energetically. It’s true that this is not a universal choice. The final example is in quantum gravity.

This one is not fake! The fact that the Hilbert space of a theory of gravity is not a tensor product

over space is the essential lesson of holography, and all the of the various paradoxes such as ‘firewalls’

only arise by forgetting this lesson.

In any case, in fact, all of the UV dangerous stuff in (5.1) is in the identity term.
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How do we know (5.1)? Recall the Bisognano-Wichmann theorem. For the

groundstate of any relativistic QFT in flat space, the entanglement hamiltonian

for half the space is Ky>0 = 2π
∫
dd−1x⊥dyyT00(y, x⊥). This follows from exam-

ining the path integral for ρy>0 and viewing the angular coordinate around y = 0

as time. But a Weyl transformation relates the half-space to an interval.

A certain linear combination of these locally-quadratic functions is identically zero.

Therefore the following combination of entanglement Hamiltonians is just a c-number:

K∆ ≡ KAB +KBC − η(KA +KC)− (1− η)(KB +KABC) =
c

3
h(η)1 . (5.2)

x x1 x2 x3 x4

A B C

η = (x2−x1)(x4−x3)
(x3−x1)(x4−x2)

, c = cL + cR
h(η) = −η log η − (1− η) log(1− η)

In a lattice model, the vector form of the equation

K∆ |ψ〉 =
c

3
h(η) |ψ〉 (5.3)

is a more robust statement. This is because the density ma-

trix can have a kernel, on which its log is not defined. But

when acting on |ψ〉 this part goes away. Here is a plot of the

variance of K∆ as a function of system size for the critical

Ising model.
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So this might be a locally-checkable condition for a state to be the groundstate of

a CFT. Two questions:

1. How do we know it is a sufficient condition?

2. I claimed above that all universal data encoded in local density matrix of a ground

state. How could we prove this? What is the full set of universal data? Here is

what David Lin describes as a hack to avoid this question. Reconstruct the full

groundstate and a parent Hamiltonian from the local reduced density matrix.

This business of reconstructing the whole state from its parts is an instance of the

quantum marginal problem. This is a Hard Problem in general. One way to think

about the goal of the local conditions is that they should help solve the marginal

problem.
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Reconstruct the groundstate (merging): solve (5.2) for KABC :

K̃ABC = (K̃AB − K̃B + K̃BC)− η

1− η
(
K̃AB + K̃BC − K̃A − K̃C

)
, K̃ ≡ K − 〈K〉 .

(5.4)

=⇒ We can reconstruct ρABC given ρAB and ρBC .

This equation reduces to Markov reconstruction when η = 0.

What about H? Divide up the circle into equally-spaced intervals; regard each as

a ‘site’ (with infinite-dimensional H). The density matrix on ABC can be used to

reconstruct a lattice Hamiltonian for the CFT

Hrec =
∞∑

i=−∞

(
K[i,i+2] −K[i,i+1]

) (5.1)
=

∫
dxh(x). (5.5)

This works even when the local Hilbert space is small.

To answer question 1, we can construct the rest of the global conformal generators!

I will not write down the formula here, see [131].

At this point, we encounter a wonderful surprise: (5.2) is the condition to extremize

the function

S∆(|ψ〉) ≡ SAB + SBC − η(SA + SC)− (1− η)(SB + SABC)

= η∆(A,B,C) + (1− η)I(A : C|B) ≥ 0 . (5.6)

The key to showing this is that

dS = 〈dψ|K |ψ〉+ 〈ψ|K |dψ〉 ; (5.7)

the terms with δK vanish when acting on |ψ〉 because the variation preserves trρ = 1.

The value of this function at the critical point is the central charge (times h(η)/3).
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Conjecture: critical points of this function (for all η) ↔ RG fixed points

Moreover, it is numerically effective even for tiny

systems! In the table, A,B,C (and their comple-

ment on S1) are each a single, measly qubit. In blue,

we recognize approximations to certain well-known

CFT groundstates with small central charge. As we

make the local Hilbert space dimension larger, we

see more CFTs with larger central charge. In addi-

tion to the CFTs, we can identify other, gapped fixed

points of the RG. If we start from these states and

build the reconstructed Hamiltonian (5.5), we find a

degeneracy below a gap. For example, the state with

the maximum value of S∆ is a perfect tensor, which

has entanglement Hamiltonian zero for any subsys-

tem. In such examples, the choice of η is arbitrary.

The state with the second-biggest c in the table pro-

duces a Hamiltonian whose degeneracy on L sites is

the Lth Lucas number; this set of groundstates is

therefore Fibonacci chain.

c Description Explicit form up to on-site unitary

0 cat states a|0000〉+ b|1111〉
0.526 Ising CFT

1.132 W state 1
2 (|0001〉+ |0010〉+ |0100〉+ |1000〉)

1.211 XX model
− 1

2 (|0101〉+ |1010〉)+
1

2
√
2
(|0011〉+ |0110〉+ |1100〉+ |1001〉)

1.245 Heisenberg
− 1√

3
(|0101〉+ |1010〉)+

1
2
√
3
(|0011〉+ |0110〉+ |1100〉+ |1001〉)

3.510 ferromagnet
1√
3
|0000〉+

1√
6
(|0111〉+ |1011〉+ |1101〉+ |1110〉)

4.165 Fibonacci chain 1
4√5

(
|0000〉+

√√
5−1
2 (|0101〉+ |1010〉)

)
6.000 maximum point 1

2 (|0000〉+ |1111〉+ |0101〉+ |1010〉)

[End of Lecture 4]
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5.2 Entanglement Bootstrap for 2+1d chiral states

This subsection and the next are about work in progress with Bowen Shi, Ting-Chun

David Lin, Xiang Li and Isaac Kim.

Consider a 2+1d topological state (satisfying A1), possibly chiral,

on a thin cylinder. This is a 1+1d non-chiral CFT. That is, if we

dimensionally reduce along the direction normal to the boundaries,

we obtain a 1+1d field theory with conformal symmetry. Eq. (5.2)

then implies(
η∆̂(A,B,C) + (1− η)Î(A : C|B)

)
|ψ〉 =

c

3
h(η) |ψ〉 (5.8)

for the regions shown. Here

∆̂(A,B,C) ≡ KAB+KBC−KA−KC , Î(A : C|B) ≡ KAB+KBC−KB−KABC

(5.9)

Bulk A1 plus some weak assumptions imply the following fixed

point equation:

(
η∆̂(AA′, B, CC ′) + (1− η)Î(A : C|B)

)
︸ ︷︷ ︸

≡KD

|ψ〉 =
c

3
h(η) |ψ〉 .

(5.10)

Here is a bit more detail. The weak assumptions are:

•
Full-boundary A1: ∆(B,C,D)ψ = 0 for BCD a partition of

an annulus surrounding one of the boundaries of the cylinder.

•
Full-boundary A0: ∆(B,C)ψ = 0 for BC a partition of an

annulus surrounding one of the boundaries of the cylinder.

These guarantee that no nefarious person has distributed a Bell pair between the

two boundaries.
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We wish to show:

KL
D |ψ〉 = ΓL |ψ〉 (5.11)

and

KR
D |ψ〉 = ΓR |ψ〉 (5.12)

where, for α = L,R, Kα
D ≡

(
η∆(Aα↑ , B

α, Cα
↑ ) + (1− η)I(Aα : Cα|Bα)

)
, with η =

ηG(a, b, c) is the geometric cross-ratio for the regions abc on the boundary, and

CL
↑ ≡ CLC ′, AL↑ ≡ ALA′, CR

↑ ≡ CRC ′, AR↑ ≡ ARA′. Furthermore ΓL+ΓR = ch(η)
3

.

Here is the argument, in two steps:

1. We can disconnect the two boundaries in the following sense. The LHS of

the equation (5.10) is

KD |ψ〉 = (KL
D(η) +KR

D(η)) |ψ〉

where K
L/R
D is made from entanglement hamiltonians of regions that only

touch the L/R boundary.

More specifically, we use full-boundary A1 to conclude that I(AL :

AR|AM)ψ = 0 (these regions are defined in the figure to the right of (5.11)),

and therefore

KA |ψ〉 = (KAML +KAMR −KAM ) |ψ〉 , (5.13)

and similarly for the other vertical strips. Therefore

Î(A : C|B) |ψ〉 =
(
Î(ALM : CLM |BLM) + Î(ARM : CRM |BRM)− Î(AM : CM |BM)

)
|ψ〉 .

(5.14)

But bulk A1 says Î(AM : CM |BM) |ψ〉 = 0. Therefore, using bulk A1 to

deform the regions,

Î(A : C|B) |ψ〉 =
(
Î(AL : CL|BL) + Î(AR : CR|BR)

)
|ψ〉 (5.15)

Now we use bulk A1 to deform the regions in

∆̂(A,B,C) = (KAB −KC) + (KBC −KA) (5.16)

as follows:
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Then using (5.13) to decompose each of these pieces vertically, we have

∆̂(A,B,C) |ψ〉 =
(

∆̂(AL↑ , B
L, CL

↑ ) + ∆̂(AR↑ , B
R, CR

↑ )
)
|ψ〉 . (5.17)

Combining (5.15) with (5.17) gives the sum of the criticality conditions for

the two boundaries: (
KL
D +KR

D

)
|ψ〉 =

ch(η)

3
|ψ〉 . (5.18)

2. (5.18) implies (
KL
D +KR

D

)
ρLR =

ch(η)

3
ρLR, (5.19)

where ρLR is the reduced density matrix for ψ reduced to the union of the

regions L,R of support of KL
D and KR

D respectively.

Using full-boundary A0, we conclude that I(L : R) = 0 and therefore

ρLR = ρL⊗ ρR. Since the state factorizes, the contributions of KL
D and KR

D

to (5.18) are independent. More precisely, we can take the trace of (5.19)

over R to get

KL
Dρ

L + trR(KR
Dρ

R)ρL =
ch(η)

3
ρL, (5.20)

which says

KL
Dρ

L ∝ ρL. (5.21)

Therefore, each of them acting on |ψ〉 gives a c-number. The two c-numbers

add up to ch(η)
3

.

�

Bulk A1 implies that the LHS of (5.10) is independent of

deformations in the bulk.

A useful perspective:

• given any three intervals, compute ∆(AA′, B, CC ′) ≡ SAA′B+SBCC′−SAA′−SCC′
and I(A : C|B).
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•

Determine c(ψ) as the solution to

1 = e−6∆/c + e−6I/c. (5.22)

0.5 1.0 1.5 2.0 2.5 3.0 c

0.2

0.4

0.6

0.8

1.0

1.2

1.4

-
6Δ
c +-

6 I
c

• Determine η by
∆

I
=

ln η

ln 1− η (5.23)

(or by η = e−6∆/c).

0.2 0.4 0.6 0.8 1.0
η

0.5

1.0

1.5

η Δ + (1-η)I,
c

3
h(η)

Examples: (1) No bulk, 1+1d CFT. Then these equations follow from S(`) =
c
3

log `
a
. That is, η is the ordinary geometric cross-ratio, in terms of which ∆ =

−6c log η, I = −6c log(1− η).

(2) Gapped boundary: c = 0. In this case, the fixed-point equation reduces to

boundary A1 of [120] for gapped boundaries [Kim-Shi, 2008.11793]

(3) CFT on the boundary of a bulk topological state.

(4) Rough edge of chiral state.

With this definition, which applies also in the case of 1+1d CFT, we can show the

following statement:

Theorem: A state satisfies the vector fixed point equation KD(η) |ψ〉 ∝ |ψ〉 IFF

δc(ψ) = 0, that is, c(ψ) extracted as above from the state is stationary under arbitrary

variation of the state (preserving its norm).

The proof follows from

δc(ψ) ∝ c(ψ) (〈dψ|KD |ψ〉+ 〈ψ|KD |dψ〉) . (5.24)

The term 〈ψ| dKD |ψ〉 vanishes because the variation preserves trρ = 1 as in (5.7).

If c = 0, then both statements are true; below we assume c 6= 0.
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⇐ Let the variation of the state be generated by some hermitian operator G. Then

δc ∝ 〈ψ| [KD, G] |ψ〉 = 0.

⇒ If KDψ 6∝ |ψ〉, we can vary |ψ〉 in this direction and get δc 6= 0.

�

One perspective on this theorem is that the vector fixed-point equation is a way to

check the stationarity locally.

5.3 Emergent conformal symmetry and geometry in 2+1d chi-

ral states.

(∆, I)→ (c, η) : 1 = e−6∆/c + e−6I/c,
∆

I
=

ln η

ln(1− η)
.

Theorem [Quantum cross ratios are geometric]: The ηs computed in this way from

a fixed point state are the cross-ratios of intervals on a circle. Furthermore, c is the

same for any choice of region.

i.e. ∃ a map ϕ : ∂Σ→ S1 with η(xi, xj, xk, xl) =
pipjpkpl
pipkpjpl

.

Idea of proof: Sufficient conditions for such a map to

define a cross-ratio [134, 135] [Labourie] are the relations

for any four consecutive intervals:

η(ab, c, d) =
η(b, c, d)

1− η(a, b, c)
, η(a, bc, d) =

η(a, b, c)η(b, c, d)

(1− η(a, b, c))(1− η(b, c, d))
, η(a, b, cd) =

η(a, b, c)

1− η(b, c, d)
.

(5.25)

There are two ways to prove these relations. One uses only the vector form of the fixed

point equation (5.3). The idea is simply that the decomposition of Kabcd using (5.4)

can be done in multiple ways, and the answer must be independent of the path – the

decomposition is associative. To get (5.25) from this requires one extra assumption

that various entanglement hamiltonians acting on |ψ〉 produce linearly independent
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states. This should be true for a generic state, but can fails for certain exotic fixed

point states like a perfect tensor state.

The other method only works if the state is chiral in the sense that c− 6= 0.

Here is the proof of (5.25) using c− 6= 0. It uses the modular commutator of

[113, 114, 115] and its relation to the chiral central charge c−.

1. For regions that do touch the boundary, bulk A1 implies

J(AA′, B, CC ′) = J(A,B,C)− πc−
3
. (5.26)

where I remind you that the modular commutator is

J(A,B,C) ≡ i 〈ψ| [KAB, KBC ] |ψ〉.
The idea is to chop up the regions into pieces and use

the Markov property of states satisfying A1: I(A1B1 :

A3B3|A2B2) = 0 implies the corresponding property of

operators, which we can solve for for KAA′B, and simi-

larly for KBCC′ .
Plug these expressions into the definition of J(AA′, B, CC ′) and use the

fact that the modular commutator of bulk regions vanishes if A does not

touch C. The calculation is illustrated here:

2. The modular commutator for regions touching the boundary also depends

on the cross-ratio of the boundary regions: J(A,B,C) = πc−
3
ηJ . (5.26)

can then be written as J(AA′, B, CC ′) = πc−
3

(ηJ − 1). I’ve called it ηJ to

distinguish it for a moment from the geometrical cross ratio and from ηI
defined by ∆

I
= ln ηI

ln 1−ηI
. These are a priori two different ways to extract a

cross ratio from the state. But they are in fact the same for states satisfying

the vector fixed point equation KD(ηI) |ψ〉 ∝ |ψ〉.
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The idea is very direct: KD(ηI) |ψ〉 ∝ |ψ〉 implies that

0 = i 〈ψ| [KD, KBC ] |ψ〉 (5.27)

= ηIi 〈ψ| [(KAA′B −KCC′), KBC ] |ψ〉+ (1− ηI)i 〈ψ| [KAB, KBC ] |ψ〉
(5.28)

=
πc−

3
(ηI(ηJ − 1) + (1− ηI)ηJ) (5.29)

which says ηI = ηJ .

3. Finally, to show (5.25), if c− 6= 0, we can use

η(ab, c, d) =
3

c−π
J(AB,C,D) =

3

c−π
i 〈ψ| [KABC , KCD] |ψ〉 (5.30)

and now use the fixed point equation for ABC to solve

for KABC :

KABC |ψ〉

=
1

η(a, b, c)
(η(a, b, c)(KAXB +KCY B −KAX −KCY )

+(1− η(a, b, c))(KAB +KBC −KB) + const1) |ψ〉 .
(5.31)

Using this in (5.30) gives the first equation of (5.25). The same strategy

works for the other two.

Therefore, we can drop all the subscripts on η – the geometric cross ratio

is the same as the ‘quantum’ cross-ratio computed via either J or I and ∆.
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Here is the proof that c is the same for every choice of regions. Divide the

boundary circle into five regions labelled consecutively i = 1..5. Denote by

ci and ηi the central charge and quantum cross-ratio computed using regions

(i− 1, i, i+ 1) via (5.22) and (5.23), where the labels are understood mod five.

1. First an identity that follows from the definition ∆(B,C,D) ≡ SBC+SCD−
SB − SD:

∆(1, 23, 4) = ∆(1, 2, 34) + ∆(12, 3, 4). (5.32)

2. Using the fact that the full state is pure, (5.32) can be rewritten as

∆(1, 5, 4) = I(5 : 2|1) + I(3 : 5|4). (5.33)

3. Using the definitions of c, η, we can rewrite (5.33) as

c5 ln
1

η5

= c1 ln
1

1− η1

+ c4 ln
1

1− η4

. (5.34)

4. The fact that the ηs are geometric implies that η5 = (1−η1)(1−η4). Since

the labels on the regions are arbitrary, we have

ci = ci+1pi + ci−1(1− pi) (5.35)

where

pi =
ln 1

1−ηi+1

ln 1
1−ηi+1

1
1−ηi−1

∈ (0, 1) . (5.36)

5. (5.35) implies that ci+1 − ci and ci − ci−1 have the same sign. But this

means they all have to be the same.

Virasoro generators from modular hamiltonians. We’ve shown that a state

satisfying the axioms produces a map to the circle. Furthermore, certain modular

flows,

|ψ〉 → eitK |ψ〉 (5.37)

where K is a linear combination of entanglement hamiltonians of regions, produce a

new state that still satisfies the axioms. After such a good modular flow we get a new

map to the circle. φ1φ
−1
2 is then an element of Diff(S1). In this way we can build a

representation of the Virasoro algebra!
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5.4 c-functions

The fact that critical points of our function (S∆ or c(ψ)) seem to be fixed points of the

RG suggests that they may behave like a c-function, an RG monotone.

In the case of a 1+1d relativistic QFT groundstate, for a cer-

tain choice of intervals, this c(ψ) is the same as the entropic

c-function of Casini and Huerta [hep-th/0405111]:

c(ψ) = 6
∆

ln 1/η
= 6

2S(`)− 2S(`− δ`)
2δ`

= 6`∂`S(`) ≡ cCH .

(Here I used |AB| = |BC| = `, |A| = |C| = ` − δ` and take δ` infinitesimal. Then

η = (`− δ`)2/`2 = 1− 2δ`/`, ln 1/η = 2δ`/`.)

Casini and Huerta showed, using SSA and the assumption of Lorentz invariance,

that their function is monotonic under rescaling, i.e. it decreases under zooming out.

Proof of entropic c-theorem in d = 1 + 1.

First a Minkowski space geometry exercise.

Consider an interval d, and the inward light

rays from its endpoints b1, c1. Extend these

for a time t. The interval connecting the

endpoints of the lightrays is a. Let b and

c be the spacelike surfaces in the figure.

Lorentzian geometry then implies bc = ad,

where the letters indicate the proper lengths

of the associated segments. This says c =

λa, d = λb, λ = c
a

= d
b
≥ 1.

As David Lin explained to me, the

relation bc = ad is a Minkowski

space version of a Euclidean geome-

try relation due to Ptolemy.

More explicitly, if d ≡ |dµdµ| =

R, a = r, then cµ = (t, t + r)µ =

(t, R − t)µ has c2 = |cµcµ| = r(r +

2t) = rR = |b2| = bc.
SSA says

S(c1a)︸ ︷︷ ︸
=S(c)

+S(ab1)︸ ︷︷ ︸
=S(b)

≥ S(a) + S(d).

The underbraced equations are consequences of Lorentz invariance. Then for

λ < 1

S(b)− S(a) ≥ S(λb)− S(λa). (5.38)

Notice that the area law term cancels in the differences. This implies that

∆(a, b, c) = (S(ab)− S(a)) + (S(bc)− S(c)) is monotonic under a rescaling.

From this it follows that the entanglement entropy of an interval of length r
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satisfies

0 ≥
(

d

d log r

)2

S(r). (5.39)

This says that c(r) ≡ 3r∂rS(r) satisfies c′(r)/3 = rS ′′+S ′ ≤ 0. In particular, for

a CFT groundstate, we have S(r) = c
3

log r/ε, so c(r) = c is the central charge.

If we set λ = 1 + ε in (5.38), (5.39) follows.

The above theorem (relating the vector fixed point equation to the stationary condi-

tion for c(ψ)) shows that at a CFT fixed point, c is stationary, not just under variation

of couplings, but under arbitrary variations of the state.

For more general choices of regions, monotonicity of c(ψ) is not guaranteed by the

above argument, and is in fact a stronger condition on RG flows. Based on preliminary

studies of simple examples, it seems that it may nevertheless be true.

Q: can we relate c′′| to the spectrum of operator dimensions, and c′′′| to the OPE

coefficients? Is the gradient flow by this function an RG flow?

5.5 Final words

Principle of Entanglement Bootstrap: all the universal data about a state of matter is

encoded in a local region of a single representative wavefunction.

So far, this principle has been applied with some success to liquid bulk topological

orders, gapped interfaces between topological orders, 1+1d CFTs, 2+1d chiral states.

Some suggestions for the future might be: Higher-dimensional CFT? Non-relativistic

CFT? Non-unitary CFT? Fractons? String theory?
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